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ABSTRACT

The recent advancements in image processing and computer vision
allow realistic photo manipulations. In order to avoid the distribution
of fake imagery, the image forensics community is working towards
the development of image authenticity verification tools. Methods
based on shadow analysis are particularly reliable since they are part
of the physical integrity of the scene, thus detecting forgeries is pos-
sible whenever inconsistencies are found (e.g., shadows not coherent
with the light direction). An attacker can easily delete inconsistent
shadows and replace them with correctly cast shadows in order to
fool forensics detectors based on physical analysis. In this paper, we
propose a method to detect shadow removal done with state-of-the-
art tools. The proposed method is based on a conditional generative
adversarial network (cGAN) specifically trained for shadow removal
detection.

Index Terms— Image forensics, shadow removal, CNN, cGAN

1. INTRODUCTION

Image editing tools are widely available. It is possible to download
professional image manipulation tools (e.g., Photoshop), to use im-
age editing operations directly from web interfaces (e.g., Pixlr), or
even more easily to automatically forge a picture using completely
unsupervised tools (e.g., FaceSwap). If maliciously edited images
are shared online or distributed through broadcast channels, their
impact in terms of opinion formation and fake news distribution can
cause serious social consequences.

Many blind image forensic tools have been developed in the lit-
erature through years [1, 2, 3]. Among these techniques, many focus
on verifying image digital integrity. These methods typically ex-
ploit statistical traces left by alterations of digital signals and can
be used for a wide variety of applications (e.g., detecting the orig-
inating device or camera model [4, 5], general forgeries [6, 7], re-
sampling [8, 9, 10] and multiple compressions [11, 12]). The main
issue behind many of these methods is that they rely on a strict set of
assumptions that cannot always be verified and they suffer from mul-
tiple editing operations being applied altogether. Many methods can
be fooled if “laundering” operations that scramble image statistics
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are used to edited images (e.g., small resizing and cropping, subtle
global operations, and re-compressions).

Other forensics techniques rely on verifying image physical
integrity. This means detecting whether an image is authentic
by checking physical consistencies in reflections [13], lightning
[14, 15], shadows [16, 17, 18], and other constraints that must be
verified in a real-world photoshoot. As an example, by knowing
the direction of light illuminating a scene, it is possible to esti-
mate shadow directions. In the same way, it is possible to estimate
whether all objects in the scene present a shadow coherent with the
other ones [16]. The drawback of this technique is that they are
often semi-supervised (e.g., the analyst should manually check for
shadow cast, lightning directions, etc.). However, they are innately
robust against laundering. Indeed, as long as the image semantic
content remains unchanged, it is still possible to verify physical
inconsistencies despite resizing, rotations, or image re-compression
operations. To fool these techniques, an expert manipulator must
take into account the laws of physics, and retouch the picture ac-
cordingly.

In the past fooling physical integrity detection was considered a
challenging task, nowadays this might be only partly true. Indeed,
thanks to the advancement in machine learning and signal process-
ing, many image editing operations can be used in an almost au-
tomatic fashion, not always requiring the hand of a professional.
Among these, many methods for shadow removal have been pro-
posed in the literature [19, 20, 21, 22, 23]. These can be readily
used to remove incorrectly cast shadows from edited images to fool
physical integrity detectors leveraging shadows to assess image au-
thenticity [17, 24].

In this paper, we propose a method to detect whether an auto-
matic shadow removal technique has been used to edit an image. If
shadow modification is detected, we also propose a way to partly
recover the location of the missing shadow. In doing so, we can
help shadow-based image forensics detectors. The proposed solu-
tion is based on the use of a specific class of convolutional neural
network (CNN) known as conditional generative adversarial network
(cGAN). The architecture is trained on purpose for the problem un-
der analysis on a dataset of images whose shadows have been re-
moved with a very accurate yet easy-to-use state-of-the-art technique
[23].

The rest of the paper is structured as follows. Section 2 provides
the reader with some background on shadow removal algorithms,
and provides the formal problem definition. Section 3 is devoted to
the explanation of the proposed methodology for shadow removal
detection and localization. Section 4 contains all the details of the
performed experimental campaign. Finally, Section 5 ends the paper
providing some conclusive remarks.
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2. BACKGROUND AND PROBLEM STATEMENT

In this section we introduce the reader to state-of-the-art techniques
for automatic shadow removal. Then, we provide the formal defini-
tion of the shadow removal detection and localization problem.

2.1. Shadow Removal

The problem of shadow removal involves inconspicuously relighting
the shadow pixels while leaving the non shadow pixels unchanged.
Over the years, many methods have been proposed to address this
problem [19, 20, 21, 22, 23]. These methods can be classified as
automatic [22, 21, 20] or user-aided [19, 23], and the criterion for
this classification relies solely on how shadows are detected before
removal. User aided methods rely on input from humans to detect
shadows and then they proceed to remove shadows automatically.
Automatic shadow removal methods aim to directly go from an in-
put image to its shadow free counterpart. Both automatic and user
aided methods have their potential downsides. For automatic meth-
ods, errors in shadow detection could severely hamper the effective-
ness of shadow removal, while user aided methods could prove to be
tedious.

In this paper we choose to use the shadow-removal technique
proposed in [23]. This choice is driven by the following considera-
tions. Despite being a user aided method, it requires only two rough
strokes from a user as input. This makes it very easy to use for non-
expert image manipulators and the visual results are very pleasant.
We use the authors own implementation [23] of the shadow removal
method.

2.2. Problem Formulation

Let us define a natural image under analysis as I. A pixel with co-
ordinate (x, y) is denoted as I(x, y). Let us also define a shadow
forgery mask M, being a matrix the same size of the image, whose
entries indicate which pixels are affected by the shadow removal al-
gorithm. In other words the sample with coordinate (x, y) in M is
defined as

M(x, y) =

{
1, if a shadow has been deleted in I(x, y).
0, otherwise.

(1)

The goal of our method is twofold. First, to detect whether any
shadow has been removed in image I. Second, if a shadow has been
removed, to estimate the locations of pixels that originally contained
shadow traces. In order to solve both problems, we compute M̂ be-
ing an estimate of M. If M̂ ≈ 0, we conclude that no shadows have
been removed and the image is authentic. Conversely, if M̂ 6≈ 0,
we conclude that the image has been edited, and the original shadow
was located in pixel at locations {(x, y) : M̂(x, y) = 1}.

3. PROPOSED METHOD

Our proposed method for shadow removal detection and localization
is based on the following pipeline: (i) the image I under analysis is
adapted to fit a given resolution; (ii) a convolutional neural network
(CNN) trained to generate a heatmap that indicates the likelihood of
shadow removal traces for each patch pixel is used; (iii) the heatmap
is thresholded to estimate M̂ and to make a decision concerning
shadow detection and localization. In the following, we provide a
detailed description about each step of the proposed procedure.

(a) Generator Training

(b) Discriminator training

Fig. 1. cGAN overall architecture. The generator (a) is trained to
fool the discriminator. The discriminator (b) is trained to detect
ground truth and estimated masks.

3.1. Image Size Adaptation

One of the problems that arises when processing high resolution im-
ages with CNNs, is that image resolution rarely matches the CNN
input size. Therefore, a common strategy consists is to split the full
resolution image into smaller patches, analyze each patch separately,
and finally aggregate the results. This rationale has been already suc-
cessfully used by other recently proposed forensic detectors [25, 26].

One of the issues in doing this, is the trade-off between accu-
racy and computational complexity. To obtain a fine-grained solu-
tion, patches must be extracted with a large overlap. This increases
the number of patches to cover the whole image area, thus a higher
computational time.

In order to compromise and reduce the required computational
power, we propose to use a slightly different solution. As a matter
of fact we train our CNN in order to work on images that have been
downsized by a factor of almost 2 with respect to their original reso-
lution. This has two major positive effects. First, the CNN becomes
naturally resistant to resize laundering. Second, when a high reso-
lution image is under analysis, the analyst can extract larger (thus
less) patches, resize them for CNN analysis, and finally upsample
the results back to the original image size.

3.2. CNN Architecture

To estimate M̂ from an image I resized to the correct CNN resolu-
tion, we learn a mapping function that goes from the resized I to M̂
using a cGAN. This cGAN is based on pix2pix [27]. The architec-
ture of the cGAN is composed by two different CNNs namely, the
Generator G and the Discriminator D, coupled together as shown in
Figure 1.

Generator G is a U-net [28] containing more than 10 convo-
lutional layers with skipped connections. This network turns the
input image into the estimated mask as defined M̂ = G(I). Dis-
criminator D is a simpler and shallower network composed by a
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(a) Original I (b) Modified I (c) M (d) M̂

(e) Original I (f) Modified I (g) M (h) M̂

Fig. 2. Example of shadow removal from image I, ground truth shadow mask M and estimated shadow mask M̂.

series of convolutional, pooling and fully connected layers. This
network acts as a binary classifier on shadow masks, trying to dis-
tinguish whether they are a ground truth mask, or a mask estimated
by the generator G. The discriminator is trained to output either 1
or 0 depending on the nature of the inputs, i.e, D(I,M) = 1 and
D(I, M̂) = 0. Both the generator and discriminator are coupled
together using a loss function LCGAN (G,D) (please refer to [27]
for details on LCGAN (G,D)). In addition to LCGAN (G,D) the
generator is also trained to reduce a reconstruction loss between the
predicted mask M̂ and the true mask M, denoted as LR(M, M̂).
The loss function of cGAN denoted by L, is defined as

L = LcGAN + λ · LR (2)

By coupling the two loss functions as shown in Eq.2, we force
the generator to not only generate M̂ that is close to M but also fool
the discriminator in the process. This additional constraint results in
a G that better maps I to M as opposed to just training G to reduce
LR without the discriminator D.

We chose LR to be the binary cross-entropy (BCE) between
M̂ = G(I) and M. This is different with respect to the classic
pix2pix network, which makes use of l1-norm. However, as our
goal is to estimate a binary mask, cross-entropy seems like a more
natural choice (as we verify in the results presentation).

Once the network has been trained, the discriminator is not con-
sidered anymore, and the generator is used to turn new images under
analysis I into estimated shadow masks as M̂ = G(I).

3.3. Shadow Removal Detection and Localization

Depending on the image size adaptation strategy, one might need
to splice together (with possible overlaps) all estimated masks M̂
coherently with the image patch extraction policy. If the image un-
der analysis already fit the network input size, there is no need to
perform additional steps and the estimated mask M̂ can be directly
used. However, as we did not constrain the network output to be
boolean, the mask M̂ is estimated in a real domain. To construct a
binary mask, we need to threshold M̂ using a value Γ, which can
be learned upon a validation set of images. An example of original

image, manipulated image, ground truth mask, and estimated mask
M̂ is reported in Figure 2.

4. EXPERIMENTS AND RESULTS

In this section we describe our experimental evaluation. We first
describe the image dataset. We then report details about the use CNN
training policy. Finally, we present the achieved numerical results.

4.1. Image Datasets

To correctly evaluate the proposed method, we constructed a dataset
containing both natural non-manipulated images and image whose
shadows have been removed. We started with the publicly available
Image Shadow Triplets Dataset (ISTD) proposed in [22]. ISTD con-
sists of 1870 color image pairs from 135 different natural scenes.
Each image pair is defined as

{
IS , ISF

}
, where IS denotes an im-

age with a shadow, and ISF denotes a shadow-free image depicting
the same scene of IS . Each image has a resolution of 640 × 480
pixels. A couple of examples are shown in Figure 2.

For each pair, we used the selected shadow removal [23] for each
image IS to obtain the manipulated shadow-free image denoted by
ÎSF . The binary forgery mask MS is obtained by checking which
pixels have been actually modified

MS(x, y) =

{
0, if IS(x, y) = ÎSF (x, y),

1, if IS(x, y) 6= ÎSF (x, y).
(3)

In our experimental scenario ÎSF is a forged image whose shadow
has been removed, and its binary forgery mask is MS . The effec-
tiveness of any forensic method is not only determined by how well
it works on forged images but also on how effective it is on authentic
images. In our scenario each non-manipulated image ISF serves as
an authentic image with a forgery mask MSF = 0.

In summary, our image dataset D consists of 1870 pairs of
forged images with masks denoted by

{
ÎSF ,MS

}
, along with 1870

pairs of authentic images with masks denoted by
{
ISF ,MSF

}
.
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Fig. 3. ROC showing shadow removal detection performance. BCE
loss is the proposed one, whereas l1 loss is the standard pix2pix one.

4.2. Training Strategy

Prior to training, the forged and authentic images along with their
masks are resized to a resolution of 256 × 256 pixel to match the
CNN input. The dataset D is then split into training Dtrain, valida-
tionDval and testDtest. DatasetDtrain consists of 1130 forged im-
ages and the corresponding 1130 authentic images. Similarly Dval

consists of 200 forged and 200 authentic images. Finally,Dtest con-
sists of the remaining 540 forged and 540 authentic images. While
the entire dataset D contains images from 135 different scenes, the
images for training and validation come from 90 of 135 different
scenes, whereas images used for testing come from the remaining
45 scenes. In doing so, we ensure that the method is not merely
learning how to distinguish between scenes.

In order to train the used CNN minimizing the proposed loss
function, we used Adam optimizer [29] for both the discriminator
and the generator. We set λ = 10, and trained the model for 200
epochs, selecting for test the model minimizing loss on Dval.

4.3. Numerical Analysis

To show some examples of masks obtained by running our algo-
rithm, Figure 2 reports two sets of images composed by the original
picture with shadow, the edited picture whose shadow has been re-
moved, the ground truth mask M, and the estimated mask M̂. From
this visual example it is possible to notice that our proposed method
is able to correctly pinpoint shadow removal even on images that
have been manipulated in a visually plausible manner. Moreover,
the method provides information about the original shadow location,
which can be helpful to perform some shadow-based forensic analy-
sis.

To numerically evaluate our proposed method in terms of
shadow-removal detection, we tested the constructed dataset. Specif-
ically, after estimating each mask M̂, we computed its average value,
and compared it against a threshold Γ to detect removed shadows.
The idea is that the average value of M̂ should be zero (or ap-
proximately so) for non-manipulated pictures. Figure 3 reports the
receiver operating characteristic (ROC) curve obtained by changing
the value of the used threshold Γ. Figure 3 shows two curves: one
obtained using the proposed binary cross-entropy (BCE) loss; one
obtained using the conventional pix2pix l1-norm loss. It is possible
to see that the proposed loss modification makes the algorithm more

Fig. 4. ROC showing shadow removal localization performance.
BCE loss is the proposed one, whereas l1 loss is the standard pix2pix
one.

precise, as the achieved area under the curve (AUC) increase to
0.788 (using BCE) from 0.751 (using conventional l1-norm loss).

If an image has been detected as manipulated, we also want to
estimate the manipulated pixels. To this purpose, we compared each
thresholded estimated mask M̂ to the ground truth mask M in a
pixel-wise fashion. By changing the threshold used to binarize M̂
we computed two ROC curves. In terms of localization, it is pos-
sible to note that AUC reaches 0.803 using the proposed BCE loss,
whereas it only reached 0.701 using the conventional one.

As final experiment, we compared our method against a set of
general-purpose image forensic techniques. Specifically, we con-
sidered the toolbox presented in [30], which contains a set of more
than 10 algorithms. Additionally, we also tested the technique pro-
posed in [25], which is considered among the best splicing detection
and localization tools to be used when no apriori information about
the kind of manipulation are available. None one of these techniques
was able to provide localization AUC > 0.6 on the proposed dataset.
However, this behavior is somehow expected as none of these meth-
ods are specifically tailored to this type of manipulation and probably
needs some more tuning.

5. CONCLUSIONS

In this paper we proposed a shadow removal detector for forensic
image analysis. Given an input image, the proposed CNN outputs a
mask showing: (i) whether the image was manipulated by means of
a shadow removal technique; (ii) the pixel locations where a shadow
was possibly present before removal. This detector can be used as
additional tool in an analyst’s asset in order to counter anti-forensic
attacks tailored to shadow-based forensics detectors.

The proposed solution has been tested against a shadow removal
method that has good performance despite been very easy to use by
non-experts. As a byproduct of our investigation, we noticed that
many digital integrity detectors that appear to be extremely accu-
rate in many situations, did not achieve the same performance in
our analysis. It is possible that manipulation traces left by more
unconventional image processing methods (as shadow removal) are
different in nature by more classical and well-studied image editing
operations.
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