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Abstract—Cyber attacks on the power systems can mislead the
control center to produce incorrect state and topology estimate.
State and topology attacks can have harmful impacts on the
operation of a power system. The problem of placing secure
phasor measurement units (PMUs) to detect these attacks has
been studied in the literature. Specifically, it has been shown that
placing secure PMUs to disable undetectable state and topology
attacks can enhance the security of the system against cyber
attacks. Placing secure PMUs is indeed the minimum vertex
cover problem. Since the cost of deploying PMUs is high, it
is important to place the secure PMUs efficiently in order to
maximize the ability of detecting cyber attacks while reducing
the costs. In this paper, we use Digital Annealer to solve the vertex
cover problem. Digital Annealer is a hardware architecture for
solving combinatorial optimization problems. We have performed
numerous numerical experiments and noticed that our approach
has an enhanced level of optimality compared to other well-
known alternatives in the literature.

Index Terms—Power system cyber security, State and topology
attacks, Phasor measurement unit, Vertex cover problem, Digital
Annealer

I. INTRODUCTION

Smart grid operations are based on communications among
participating entities. The reliance on communications in-
creases the potential of cyber attacks. State and topology
attacks are two important kinds of cyber attacks in which an
adversary wants to mislead the control center by changing part
of meter and network data [1], [2]. The ability to perturb state
or topology estimates enables the adversary to interfere real-
time grid operations. In [3]- [5], it was shown that the state and
topology attacks have significant effect on real-time pricing.

Modern power systems use bad data detectors to detect
inconsistency between network data and meter data. For a
successful attack, the adversary needs to modify the network
and meter data in order to make them consistent target state
and topology. Undetectable state and topology attacks might
be feasible when the adversary has the power to modify a
large amount of data [1], [2]. Secure phasor measurement
units (PMUs) can be used to detect the state and topology
attacks on the power grid. Since additional security measures
are implemented on the PMUs, PMU data are not subject to
corruption by man-in-the-middle-attacks [6]. Since the cost of
deploying PMUs is high, it is important to place the secure

PMUs efficiently in order to maximize the ability of detecting
cyber attacks while reducing the costs.

The first feasible cyber attack on power system state estima-
tion (state attack) was introduced in [1]. In [1], it was shown
that an adversary can perturb the state estimate without being
detected by modifying the meter data. In [7], [8], a connection
was proposed between the feasibility of undetectable state
attacks and system observability. Specifically, the placement
of secure PMUs to defend against the state attacks was
considered in [9], [10]. A kind of cyber attack perturbing the
topology estimate (topology attack) was studied in [2], [5]. In
[2], a countermeasure was proposed to make the undetectable
topology attacks infeasible.

The protection of a grid against both state and topology
attacks was first studied in [11]. The authors presented a neces-
sary and sufficient graph-theoretical condition for the existence
of an undetectable state or topology attack. Especially, it was
shown that no undetectable attack exists if and only if the buses
with secure PMUs form a vertex cover of the grid topology. In
other words, finding an optimal countermeasure is equivalent
to finding a minimum vertex cover of the grid topology.

Consider an undirected graph G = (V,E). A vertex
cover of G is a set of vertices such that each edge of the
graph is incident to at least one vertex of the set. Finding
a minimum vertex cover is a typical example of an NP-
hard optimization problem. The NP completeness of minimum
vertex cover problem was proved in [12]. There are well
known algorithms such as Maximum Degree Greedy (MDG)
and 2-approximation algorithm for finding an approximate
solution for the problem [13], [14]. Similar approximation
algorithms have been developed with an approximation ratio
of 2− ln(ln|V |)

2ln|V | in [15], [16].
In [17], a heuristic algorithm (VSA) is proposed for the

minimum vertex cover problem, which is based on finding
a vertex i ∈ V with the maximum support value s(i)
that is defined as s(i) ,

∑
j:{i,j}∈E

deg(j). This algorithm

provides near optimum solutions for most of the well known
graphs. Also, two modifications of this algorithm (MVSA)
and (AVSA) which provide better or equal results have been
presented in [18], [19], respectively.
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A greedy algorithm (NOVCA-I) based on the fact that the
vertices incident to minimum degree nodes are candidate for
the minimum vertex cover with high probability, was pre-
sented in [20]. Moreover, a stochastic local search algorithm
(COVER) for the vertex cover problem was proposed in [21].

In [22], the genetic algorithm was used to solve the vertex
cover problem. Recently, the problem of vertex cover has been
solved using Ising model on a neuromorphic processor [23].
Although time and space efficiency decreases by a constant
factor, the size of vertex cover obtained by this processor is
close to the 2-approximation algorithm.

In this paper, we introduce a digital annealing based method
to place secure PMUs to alleviate cyber attacks on power
systems. Towards this end, we derive an Ising model formula-
tion for the vertex cover problem in the system topology and
minimize its associated Ising energy using Digital Annealer.
To evaluate the performance of Digital Annealer, we compare
the quality of solution and execution time of Digital Annealer
with well-known NOVCA-I algorithm using 67 benchmark
graphs and 6400 randomly generated graphs.

II. PROBLEM STATEMENT

The control center obtains the meter data Z ∈ Rm and
network data S ∈ {0, 1}l from the measurement devices in
the grid. The meter data consists of bus injection, line flow
and PMU measurements, and the network data consists of l
breaker status measurements. Each S ∈ {0, 1}l states a system
topology which is represented by an undirected graph (ν, ε). ν
is the set of buses, and ε is the set of connected transmission
lines. Formally, for every transmission line between the buses
i and j, {i, j} ∈ ε if and only if the line is connected. The
set of all lines (both connected and disconnected) is denoted
by ε0.

For the meter data, we have

Z = HV

where V ∈ Rn is the unknown state vector consisting of volt-
age phases of the buses, and H ∈ Rm×n is the measurement
matrix which depends on the system topology (ν, ε).

The adversary modifies the remote terminal data (Z, S) and
sends the modified version (Ẑ, Ŝ) to the control center. The
adversary may modify all entries of Z and S except those
coming from secure PMUs.

The following theorem states a necessary and sufficient
graph-theoretical condition for feasibility of undetectable state
and topology attacks.

Theorem 1: [11] Placing the minimum number of secure
PMUs to disable undetectable state and topology attacks can
be achieved by placing secure PMUs on the minimum vertex
cover of (ν, ε0).

III. PROPOSED HIGH SPEED SOLUTION

In this section, we propose a digitally annealed high speed
solution to solve the vertex cover problem in the grid topology
(ν, ε0). First, we introduce Digital Annealer in more details.

A. Digital Annealer
Digital Annealer [24] is a massively parallel hardware archi-

tecture for solving combinatorial optimization problems. This
architecture performs a Markov Chain Monte Carlo (MCMC)
search to minimize the Ising energy

E(x1, . . . , xN ) , −
∑
{i,j}

wijxixj −
∑
i

bixi + c (1)

where xi ∈ {0, 1} is a binary variable, N is the total number
of bits, wij is the connection weight between the i’th and j’th
bits, bi is the bias term and c is a constant value.

The hardware implements 1024 bits with full connectivity
among all bits, with 16-bit weights. Higher weight resolution
will provide a higher accuracy in the search. Furthermore, full
connectivity enables us to deal with a wider range of problems.
In the conventional MCMC algorithm, at each iteration a new
state is generated from the current state X = (x1, x2, . . . , xN )
by flipping one of the N bits, where (xnewi = 1 − xoldi ).
First, one of the N bits is picked randomly, and a trial is
performed by calculating the energy change, and evaluating
the acceptance probability of that flip. However, in Digital
Annealer at each iteration, a trial is performed on all of the bits
(up to 1024) in parallel and subsequently, one bit is picked for
flipping. Therefore, significant speedup is achieved in MCMC
search. This process is described in detail as follows:

1) The energy change is calculated for all bits as

4Ei(X) = −(1− 2xi)(
∑
j

wijxj + bi).

2) The acceptance probability

P (Xold → Xnew) = min{1, e−β4Ei(X)}

is calculated for each bit using Metropolis criterion and is
accepted if it is greater than a random number (generated
uniformly between 0 and 1).

3) One of the accepted bits in step 2 is flipped, and the
associated properties are updated.

Digital Annealer finishes the search after certain number of
MCMC iterations which must be specified prior to the execu-
tion. During the search, Digital Annealer keeps track of the
best state found so far. After it reaches the maximum number
of iterations, it outputs the minimum energy (most optimal
solution) and the state vector associated with that energy found
during the entire MCMC search. Here, the execution time only
depends on the maximum iteration number not the iteration
number in which the minimum is reached.

B. Vertex Cover as Ising Model
In [25], it has been shown that there are Ising formulations

for all of Karp’s 21 NP-complete problems. In this section, we
focus on finding the Ising model representation of the vertex
cover problem. First, the problem of interest is reformed as
a constrained integer program and then we use the penalty
method to convert it to an unconstrained minimization prob-
lem.
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Consider the grid topology (ν, ε0). By assigning the binary
variable xi ∈ {0, 1} to the bus i ∈ ν, the minimum vertex
cover problem can be formulated as the following integer
program

min
|ν|∑
i=1

xi

xi ∈ {0, 1}, i = 1, . . . , | ν |
(1− xi)(1− xj) = 0, for every {i, j} ∈ ε0.

Using penalty method, this problem can alternatively be solved
by minimizing the following cost function

E(x1, . . . , x|ν|) =

|ν|∑
i=1

xi +
∑
{i,j}∈ε0

λ(1− xi)(1− xj)

in which λ (λ � 1) is the penalty coefficient1. It is not hard
to see that

E(x1, . . . , x|ν|) = λ | ε0 | −
∑
{i,j}∈ε0

λ(xi + xj)

+

|ν|∑
i=1

xi +
∑
{i,j}∈ε0

λxixj

(a)
= −

∑
{i,j}∈ε0

−λxixj (2)

−
|ν|∑
i=1

(λdeg(i)− 1)xi + λ | ε0 |

where (a) follows from the fact that

∑
{i,j}∈ε0

(xi + xj) =

|ν|∑
i=1

deg(i)xi.

As it can be seen, the derived cost function in (2) is in the
form of Ising energy (1) where N =| ν |, wij = −λ for each
edge {i, j} ∈ ε0, bi = λdeg(i)− 1 and c = λ | ε0 |.

IV. NUMERICAL EXPERIMENTS

In this section, we investigate the performance of Digital
Annealer for solving the vertex cover problem. We only report
the comparison results between Digital Annealer and NOVCA-
I due to space limitation. All the procedures of NOVCA-I have
been coded in Python language. The experiments were carried
out on an Intel(R) Xeon(R) E5-1650 v4 @ 3.60GHz CPU.
We evaluated the performance of Digital Annealer using 67
benchmark graphs and 6400 randomly generated graphs.

A. Results for DIMACS Benchmark Graphs
We tested the performance of Digital Annealer using DI-

MACS [26] benchmark graphs. For DIMACS benchmark
graphs, the optimal solutions are known. For benchmarking
purposes Digital Annealer is stopped when it reaches the
energy associated with that solution. The resulting execution

1λ� 1 is required to never violate the constraints.

TABLE I: Results for DIMACS Benchmark Graphs

instance | ν | OPT DA T1(ms) NOV T2(ms)
brock200-1 200 179 179 179 181 10
brock200-2 200 188 188 316 191 3
brock200-3 200 185 185 660 187 5
brock200-4 200 183 183 706 186 6
brock400-1 400 373 373 1159 378 16
brock400-2 400 371 371 935 378 17
brock400-3 400 369 369 401 377 17
brock400-4 400 367 367 498 378 16
brock800-1 800 777 777 3845 782 30
brock800-2 800 776 776 5092 783 28
brock800-3 800 775 775 952 783 30
brock800-4 800 774 774 4198 782 31

C125.9 125 91 91 18 92 12
C250.9 250 206 206 96 211 24
C500.9 500 443 443 463 449 54

C1000.9 1000 932 932 498 942 128
c-fat200-1 200 188 188 3 188 2
c-fat200-2 200 176 176 490 176 4
c-fat200-5 200 142 142 284 142 18
c-fat500-1 500 486 486 3 486 5
c-far500-2 500 474 474 10 474 7
c-fat500-5 500 436 436 186 436 23
c-fat500-10 500 374 374 332 374 67

gen200-p0.9-44 200 156 156 258 163 20
gen200-p0.9-55 200 145 145 76 162 20
gen400-p0.9-55 400 345 345 427 351 41
gen400-p0.9-65 400 335 335 50 355 42
gen400-p0.9-75 400 325 325 28 353 48

hamming6-2 64 32 32 6 32 8
hamming6-4 64 60 60 4 60 1
hamming8-2 256 128 128 60 128 84
hamming8-4 256 240 240 4 240 6

hamming10-2 1024 512 512 129 512 1832
hamming10-4 1024 984 984 216 988 75

time will represent the upper-bound of Digital Annealers
performance on these graphs. The numerical results are given
in Tables I and II. DA and NOV represent the size of cover
obtained by Digital Annealer and NOVCA-I, respectively.
Moreover, T1 and T2 state the execution time of Digital
Annealer and NOVCA-I, respectively. We noticed that Digital
Annealer can find the optimal solution for all of the tested
benchmark graphs after tuning the annealing parameters.

B. Results for Random Graphs

We also studied the performance of Digital Annealer
on Erdős Rényi random graphs [27] with | ν |= 64k
(k = 1, 2, . . . , 16) vertices for which the probability of an
edge between any pair of nodes (p) was set to four different
values 0.1, 0.2, 0.3 and 0.4. We generated 100 random
instances for each pair of (| ν |, p) and solved the vertex cover
problem using Digital Annealer and NOVCA-I algorithm. The
average size of vertex cover obtained by Digital Annealer is
given in Table III for different values of | ν | and p. Fig. 1
shows the average improvement (reduction in the size of cover
set) over NOVCA-I. As it can be seen, Digital Annealer finds
better solutions in comparison to NOVCA-I in all sizes and
probabilities. This figure indicates that Digital Annealer can
yield better solutions when p decreases. Also, we compared the
execution time of Digital Annealer with NOVCA-I in Fig. 2.
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TABLE II: Results for DIMACS Benchmark Graphs

instance | ν | OPT DA T1(ms) NOV T2(ms)
johnson8-2-4 28 24 24 4 24 1
johnson8-4-4 70 56 56 4 56 3
johnson16-2-4 120 112 112 4 112 2
johnson32-2-4 496 480 480 4 480 21

keller4 171 160 160 6 164 4
keller5 776 749 749 120 761 37

p-hat300-1 300 292 292 13 293 4
p-hat300-2 300 275 275 13 275 12
p-hat300-3 300 264 264 71 266 19
p-hat500-1 500 491 491 7 492 7
p-hat500-2 500 464 464 53 466 25
p-hat500-3 500 450 450 257 454 40
p-hat700-1 700 689 689 50 692 9
p-hat700-2 700 656 656 20 657 44
p-hat700-3 700 638 638 151 641 76
p-hat1000-1 1000 900 900 9 991 17
p-hat1000-2 1000 954 954 44 955 62
p-hat1000-3 1000 932 932 201 939 110
san200-0.7.1 200 170 170 256 183 8
san200-0.7.2 200 182 182 378 186 8
san200-0.9.1 200 130 130 229 153 31
san200-0.9.2 200 140 140 310 160 23
san200-0.9.3 200 156 156 356 167 17
san400-0.5.1 400 387 387 476 391 8
san400-0.7.1 400 360 360 439 379 19
san400-0.7.2 400 370 370 661 383 15
san400-0.7.3 400 378 378 326 386 15
san400-0.9.1 400 300 300 434 318 56

san1000 1000 900 900 769 991 27
sanr200-0.7 200 182 182 11 185 7
sanr200-0.9 200 158 158 351 159 20
sanr400-0.5 400 387 387 70 388 8
sanr400-0.7 400 379 379 80 382 12

TABLE III: Average cover size obtained by Digital Annealer

| ν | p = 0.1 p = 0.2 p = 0.3 p = 0.4
64 39.6 47.5 51.3 54.0
128 93.6 106.2 112.1 115.7
192 151.5 167.2 174.1 178.3
256 210.9 228.8 236.9 241.3
320 271.4 291.3 299.8 304.6
384 332.5 354.1 362.9 367.9
448 394.3 417.0 426.3 431.6
512 456.4 480.2 489.7 495.2
576 518.8 543.4 553.3 558.9
640 581.1 606.8 617.0 622.7
704 644.1 670.3 680.7 686.3
768 707.1 733.8 744.4 750.1
832 769.9 797.4 808.2 814.0
896 833.1 861.0 871.9 877.9
960 896.3 924.7 935.8 941.7
1024 959.4 988.5 999.6 1005.6

For all random graphs, Digital Annealer uses the same input
parameters including maximum MCMC iterations. For each
execution, output is the best solution found by all replicas.

As it can be seen, the difference between the execution
time of Digital Annealer and NOVCA-I becomes less when
p decreases. We point out that we have not adjusted Digital
Annealer parameters for different graph sizes since NOVCA-
I follows a specific algorithm regardless of problem size.
Therefore, by optimizing input parameters, including number
of iterations, for each graph size same quality of solution for
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Fig. 1: Average improvement over NOVCA-I.
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Fig. 2: Execution time of NOVCA-I and Digital Annealer for
different values of | ν | and p.

smaller graphs can be achieved in lower execution time.

V. CONCLUSION

The problem of placing secure phasor measurement units
(PMUs) to detect state and topology attacks has been studied.
Specifically, it has been shown that placing the minimum
number of secure PMUs to disable undetectable state and
topology attacks can be achieved by solving the minimum
vertex cover problem. In this paper, we proposed a digital
annealing based method to place secure PMUs on smart grid.
We derived an Ising model formulation for the vertex cover
problem in the system topology and minimized its associated
Ising energy using Digital Annealer. Numerical experiments
indicated that our approach has an enhanced performance
compared to other well-known alternatives in the literature.
Specifically, Digital Annealer could find the optimal solution
for 67 tested DIMACS benchmark graphs after tuning the
annealing parameters.
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