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ABSTRACT

Recent studies have shown that convolutional neural networks
(CNNs) can boost the performance of audio steganalysis. In
this paper, we propose a well-designed fully CNN architec-
ture for MP3 steganalysis based on rich high-pass filtering
(HPF). On the one hand, multi-type HPFs are employed for
“residual” extraction to enlarge the traces of the signal in view
of the truth that signal introduced by secret messages can be
seen as high-pass frequency noise. On the other hand, to
utilize the spatial characteristics of feature maps better, fully
connected (Fc) layers are replaced with convolutional layers.
Moreover, this fully CNN architecture can be applied to the
steganalysis of MP3 with size mismatch. The proposed net-
work is evaluated on various MP3 steganographic algorithms,
bitrates and relative payloads, and the experimental results
demonstrate that our proposed network performs better than
state-of-the-art methods.

Index Terms— CNNs, MP3, steganalysis, steganogra-
phy, QMDCT coefficients

1. INTRODUCTION

MP3 is a kind of widely used audio compressed format. Due
to the development of audio processing technology, com-
plexity of MP3 encoding and its good concealment, MP3
has become an excellent carrier for the data hiding in au-
dio steganography. Recently, MP3 steganography and ste-
ganalysis has drawn more attention than before and MP3
steganalysis is more urgent to be dealt with. Additionally,
it’s worthwhile to note that various steganalytic algorithms of
MP3 could also be deployed on the steganalysis of AAC with
little or no modification because of the similarity with MP3
which leads to a significance boost of MP3 steganalysis.
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In recent years, various CNN-based methods [1]-[6] have
been proposed for the steganalysis of spatial and JPEG im-
ages, while most of MP3 steganalytic algorithms are still
based on the handcrafted features design [7]-[11]. Therein,
Qiao et al. [9] presented a MP3 steganalytic algorithm based
on frequency-based sub-band moment statistical features,
accumulative Markov transition features, and accumulative
neighboring joint density features on second-order deriva-
tives. After that, Jin et al. [10] proposed to extract one-
step transition probabilities between two immediately neigh-
boring coefficients which named as ADOTP to steganalyze
MP3Stego with low embedding-rate. Besides, Ren et al. [11]
extracted the correlation characteristics, including Markov
transition probability and accumulative neighboring joint
density, between the multi-order differential coefficients of
Intra and Inter frame (MDI2) to detect AAC steganography.
Furthermore, the first CNN-based steganalytic algorithm for
MP3 steganalysis is proposed in [12], which has a great detec-
tion performance on the steganalysis of equal length entropy
codes substitution (EECS) [13] algorithm, and we name the
network as WASDN.

In this paper, we propose a fully CNN structure for MP3
steganalysis which is named as RHFCN. First, the signal in-
troduced by steganographic algorithms can be seen as addi-
tive high-frequency noise compared with audio content, thus
we deploy a rich HPF module to capture the signal compre-
hensively and suppress the impact of audio signal on the ste-
ganalysis. And, the residual data and the original data are con-
catenated in depth to make full use of the information of the
input data. Then, convolutional layers are applied to replace
Fc layers for a better utilization of the spatial and structural
correlation of feature maps. Last but not the least, due to the
removal of Fc layers, our proposed network can be employed
to deal with the steganalysis of MP3 with size mismatch. The
experimental results have shown that RHFCN provides a bet-
ter detection performance than state-of-the-art methods.

The rest of this paper is organized as follows. Section
2 introduces the design of our proposed network. Section 3
shows the experimental settings and results. And, the conclu-
sions are drawn in Section 4.
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Fig. 1: Structure of RHFCN. “16 × (3 × 3 × 9)” means that the kernel size of the convolutional layer is 3 × 3, the input
channels are 9, and the output channels are 16. “S1” means the stride of slide window is 1. “SAME” and “VALID” are types of
padding algorithms to use. “BN” and “Tanh” represent the batch normalization layer and the activation function respectively.
The dimension of each block’s output feature maps is presented below the convolutional boxes.

2. THE PROPOSED NETWORK

2.1. Architecture Overview

The whole architecture of RHFCN is shown in Fig. 1. In
our network, the quantized modified discrete cosine transform
(QMDCT) coefficients matrix of 200× 450 is selected as the
input data. Rich high-pass filtering module, including eight
HPFs, is deployed to enhance the strength of the signal in-
troduced by secret messages. And, the QMDCT coefficients
matrix is concatenated with all differential matrices in depth
to not lose the information of QMDCT coefficients matrix it-
self. Then, eight convolutional (Conv) blocks are connected
in cascade for automatic feature extraction. The detailed di-
agram of Conv blocks is shown in Fig. 2. Each block is a
combination of a 3 × 3 Conv layer, a 1 × 1 Conv layer, two
Tanh activation functions, a batch normalization (BN) layer
and a max pooling layer. The size of 6 × 14 convolutional
kernel and valid mode of padding are deployed in Conv-6 for
the dimension reduction of feature maps, which is used to re-
place Fc layers. And, the global max pooling (GMP) layer at
the end of the network is used for the dimension unification
of large size matrices. Feature maps are finally reshaped to a
1× 2 vector for the final steganalysis. Thus, our network can
be employed to steganalyze MP3 clips with size mismatch to
some extends. What’s more, in order to retain the zero mean
value characteristics of the input data and reduce the inhibi-
tion effect of ReLu on the negative value of the QMDCT co-
efficients matrix, we employ activation function Tanh in our
network.

2.2. Input Data – QMDCT Coefficients Matrix

The upper bound of the network performance depends on the
input data and the fine-tuning of networks is a process of ap-
proaching the limit. In our network, the QMDCT coefficients
matrix is selected as the input data. Firstly, QMDCT coeffi-
cients are important parameters of MP3 and arbitrary modi-
fication may lead to a failure of decode, which means poten-
tial characteristics can be captured based on QMDCT coeffi-
cients. Next, the influence of all MP3 steganographic algo-
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Fig. 2: Structure of convolutional block.

rithms on MP3 audio is reflected on the coefficients indeed.
Finally, we can obtain the correlation proprieties of inter and
intra frames through the forming of QMDCT coefficients ma-
trix. Particularly, it is common to design efficient handcrafted
features based on the QMDCT coefficients matrix. For stereo
MP3 files we see commonly, a frame consists of two gran-
ules, a granule contains two channels and a channel includes
576 QMDCT coefficients. The coefficients at the end of each
channel are all zero. Thus, to reduce redundant computation
and save graphics memory, these coefficients will be removed
directly. 50 frames (almost duration of 1.3s) of MP3 audio
files are extracted as the basic analytic unit, and the size of
the QMDCT coefficients matrix is 200 × 450. To facilitate
the description better, the matrix is denoted as

MQ =


Q1,1 Q1,j Q1,450

. . . . . .
Qi,1 Qi,j Qi,450

. . . . . .
Q200,1 Q200,j Q200,450

 (1)

where variable i ∈ {1, 2, ..., 200} is the number of selected
channels and j ∈ {1, 2, ..., 450} is the index of QMDCT co-
efficients in a channel. The range of variable i depends on the
selected frames N which satisfies i ∈ [0, 4N ].
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Table 1: Percentages (%) of modified QMDCT coefficients
via each high-pass filtering (Bitrate = 128 kbps, W = 4)

MQ M→ M↓ M⇒ M� A→ A↓ A⇒ A�

1.45 2.00 2.82 2.87 4.14 2.17 2.81 2.88 4.14

2.3. Rich High-Pass Filtering Module

Different from many tasks in computer vision, steganalysis
focuses on the data change instead of content itself. Com-
pared with the audio content information, the signal intro-
duced by secret messages can be seen as generalized additive
high-frequency noise, which is formulated as

Si,j = Ci,j +Mi,j (2)

where Ci,j and Si,j represent cover and stego signal sepa-
rately, and Mi,j is the signal introduced by hidden messages.
i and j are the row and column indexes of the matrix.

Motivated by the spirit of Rich Models [14] in image ste-
ganalysis, we deploy rich high-pass filtering module to “en-
large” the trace of signal introduced by hidden messages in
order to suppress the impact of audio signal on the steganal-
ysis, and capture the minor modification introduced by secret
messages better. In our paper, eight HPFs are used for MP3
steganalysis, including M→, M↓, A→, A↓, M⇒, M�, A⇒

andA�. Each filter of rich HPF module is interpreted respec-
tively as:

M→m,n = Qi,j −Qi,j+1 (3)

M↓m,n = Qi,j −Qi+1,j (4)

A→m,n = |Qi,j | − |Qi,j+1| (5)

A↓m,n = |Qi,j | − |Qi+1,j | (6)

M⇒
m,n = Qi,j − 2×Qi,j+1 +Qi,j+2 (7)

M�
m,n = Qi,j − 2×Qi+1,j +Qi+2,j (8)

A⇒
m,n = |Qi,j | − 2× |Qi,j+1|+ |Qi,j+2| (9)

A�
m,n = |Qi,j | − 2× |Qi+1,j |+ |Qi+2,j | (10)

where matrices M→, M↓, A→ and A↓ are obtained as the
first order difference, and M⇒, M�, A⇒ and A� represent
the second order difference. m and n are the indexes of row
and column in differential matrices. Indeed, as we can ob-
serve from Table 1, the percentage of modified coefficients is
enlarged via each high-pass filtering method.

2.4. Removal of Fully Connected Layers

For typical CNNs, Fc layers are placed at the end of the net-
work for classification. However, it is noteworthy that the
feature maps are flattened into a one dimensional vector first

Fig. 3: Comparison between CNN with Fc layers and FCN.

when being fed into Fc layers. Spatial and structural corre-
lation characteristics can not be utilized adequately. In our
proposed network, Conv layers are deployed to replace Fc
layers like FCN [15] so that spatial and structural properties
of feature maps can be better captured. The comparison of
the CNN with Fc layers and the fully Conv network (FCN) is
shown in Fig. 3. Different from the filter kernels in first five
Conv blocks, when the dimension of input data is 200× 450,
filters in Conv-6 block is the same size with feature maps, thus
the dimension of output feature maps is 1× 1. Finally, output
feature maps of Conv-8 are reshaped as a vector of length 2
for the final classification.

What’s more, for previous steganalytic networks like
WASDN, if the dimension of the input data mismatches the
parameters of trained models, the input data need cropping
first and then are fed into the network. If the left size does
not satisfy with the cropping rule, the data will be removed
directly which leads to the loss of useful information. How-
ever, with the removal of Fc layers and the employment of
GMP layer, steganalysis of MP3 with size mismatch can be
dealt with. The GMP layer is used to resize feature maps to
the size of 1× 1, if the input data is larger than 200× 450.

3. EXPERIMENTS

3.1. Experimental Settings

To evaluate the performance of our proposed network, a
dataset which containing 33038 stereo WAV audio clips
with a sampling rate of 44.1 kHz and duration of 10s is
constructed. The WAV audios are encoded into MP3 files
with two common bitrates of 128 kbps and 320 kbps. We
carry out experiments using RHFCN to detect two typical
MP3 steganographic algorithms: Huffman Codes Mapping
(HCM) [16] and Equal Length Entropy Codes Substitution
(EECS) [13].

For the non-adaptive steganographic algorithm HCM, the
embedding capacity is measured with the relative embed-
ding rate (RER) of 0.1, 0.3 and 0.5. While Syndrome-Trellis
Code (STC) [17] is introduced in EECS algorithm, we use
the variable W to represent the embedding capacity. W is
the constraint width of parity-check matrix which satisfies
W = 1/α, and α is the relative payload. The secret informa-
tion is embedded with W of 2, 3, 4, 5, 6 and the constraint
height of parity-check matrix is fixed at 7. In every epoch,
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Table 2: Description and detection accuracy (%) of each net-
work variant. (EECS, Bitrate = 128 kbps, W = 4)

ID Description of the network Accuracy

a Proposed Network – RHFCN 80.44
b Remove rich HPF module 78.13
c Quit removing Fc layers 79.09

d Remove rich HPF module and quit
removing Fc layers 77.36

19200 pairs are set for training, and the other 12800 pairs are
for validation. The rest 1038 pairs are left for test in order to
compare the detection performance of the network with other
steganalytic algorithms.

For optimization, we use Adam [18] with β1 = 0.9, β2 =
0.999, and ε = 10−8. The network is trained with an initial
learning rate of 10−3, and we use exponential decay function
with a decay rate of 0.9 and decay steps of 105. The batch
size of each iteration is set to 16 (8 cover/stego pairs). To
further reduce the danger of over-fitting, we introduce the L2

regularization with the gain of 10−3.

3.2. Analyses of Network Structure

In this part, we would like to present the benefits of rich high-
pass filtering module and the structure of fully CNN. Thus, we
conduct experiments by fine-tuning each module separately.
All experiments are conducted to detect EECS algorithm with
the bitrate of 128 kbps and W of 4. The results are listed in
Table 2. As we can see from the results, the modification of
the network structure indeed improves the detection perfor-
mance, especially the introduction of rich HPF module.

3.3. Steganalysis of MP3 with Size Mismatch

Now, we would like to elaborate the impact of input data size
on the final detection performance. We train the network with
the input data of 200× 450 first, and apply the trained model
to the MP3 steganalysis with the size of 230×450, 200×480
and 230× 480. According to the experimental results shown
in Table 3, the detection performance of the network can be
maintained better. And, the accuracies drop more with the
width increase than height. It is because that more useless
values for steganalysis are introduced due to the increase of
width dimension, which reduces the difference between cover
and stego.

Table 3: Detection accuracy (%) of MP3 with size mismatch
(Bitrate = 128 kbps, W = 4)

Size 200×450 230×450 200×480 230×480

Accuracy 80.44 78.22 77.07 75.53

Table 4: Detection accuracy (%) of HCM algorithm

Bitrate RER RHFCN WASDN MDI2 ADOTP

128
0.1 87.18 83.71 58.48 56.84
0.3 92.77 88.05 68.11 65.13
0.5 95.18 93.34 80.35 74.95

320
0.1 98.84 93.26 82.45 68.21
0.3 99.23 94.99 88.44 80.44
0.5 99.51 98.27 93.55 88.34

Table 5: Detection accuracy (%) of EECS algorithm

Bitrate W RHFCN WASDN MDI2 ADOTP

128

2 93.26 90.08 68.79 68.30
3 87.96 82.17 60.79 60.30
4 80.44 74.37 57.71 56.74
5 74.76 64.55 54.72 54.34
6 68.50 55.97 52.02 51.54

320

2 98.46 95.57 76.59 73.41
3 95.57 90.17 66.86 61.66
4 88.63 80.15 61.75 57.03
5 83.23 72.54 58.86 54.82
6 78.71 66.67 54.24 53.28

3.4. Comparison with Existing Steganalytic Algorithms

For a comprehensive assessment of the network performance,
two state-of-the-art handcrafted features (ADOTP and MDI2)
and a CNN-based steganalytic algorithm are compared with
RHFCN. The results of each algorithm are shown in Table 4
and 5. Compared with handcrafted features with ensemble
classifier [19], the detection of MP3 steganalysis via CNN-
based algorithms brings a significant boost. Compared with
WASDN, more effective potential properties can be extracted
due to the introduction of rich HPF module and the improve-
ment of the network structure, which leads to a boost on the
MP3 steganalysis. Experiments demonstrate that our network
outperforms in various bitrates, algorithms and payloads.

4. CONCLUSIONS

In this paper, we propose a novel CNN named RHFCN for
MP3 steganalysis. For one thing, rich HPF module “enlarges”
the traces of signal introduced by secret messages, so that the
network is more sensitive to the existence of stego signal. For
another thing, the design of fully CNN structure does not only
improve the performance of the network due to the utilization
of spatial and structural correlation of feature maps, but also
contributes to the steganalysis of MP3 with size mismatch.
What’s more, RHFCN leads to a great boost on the detection
of EECS at low relative payloads.
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