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ABSTRACT

Color and depth information provided simultaneously in
RGB-D images can be used to segment scenes into disjoint
regions. In this paper, a graph-based segmentation method for
RGB-D image is proposed, in which an adaptive data-driven
combination of color- and normal-variation is presented to
construct dissimilarity between two adjacent pixels and a
novel region merging threshold exploiting normal informa-
tion in adjacent regions is proposed to control the proceeding
of the region merging. We evaluate our method on the NYU-
v2 depth database and compare it with several published
RGB-D partition methods. The experimental results show
that our method is comparable with the state-of-the-art meth-
ods and provides more details of structures in the scene.

Index Terms— RGB-D image segmentation, graph-
based segmentation, data-driven weight, color-normal-region
merging

1. INTRODUCTION

Image segmentation is an important task in image and video
processing and has many applications, such as video surveil-
lance in public spaces [1], object recognition [2, 3] and robot-
ic search [4]. The goal of image segmentation is to pro-
vide structure information about the scenes covered by the
cameras for advanced task, such as recognition, classification
and 3D reconstruction. For RGB format images, the features
using RGB channels is considered for grouping pixels per-
ceptually into several disjoint regions. With the release of
depth-cameras, such as Microsoft Kinect equipment [5], X-
tion PRO[6] and Intels Realsense 3D cameras [6], it becomes
easy for one to obtain simultaneous color and depth data of
scenes, called as RGB-D image. Based on the RGB-D format
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image data, the quality of segmenting scenes can by improved
via exploiting color and depth information simultaneously.

Recently, many kinds of algorithms, cluster-based meth-
ods [7], graph-based methods [8, 9, 10] and superpixel merg-
ing methods [11], have been presented for RGB-D images
segmentation. The foundation of the graph-based methods is
the region adjacency graph (RAG) established from original
image, in which the key point is to design the dissimilarity (or
similarity) between two adjacent regions (or pixels). One of
methods of developing the dissimilarity between two adjacent
pixels in RGB-D image is to combine color and depth infor-
mation with many weights. Silberman et. al. [12] used 3D
normal and color information at each pixel to obtain the dis-
similarity of two adjacent pixels. In literature [11], a weight-
ed geodesic driven metric has been proposed to measure the
dissimilarity of two adjacent pixels and the superpixel struc-
ture of a RGB-D image was yielded based on it. Under the
statistical clustering framework, Hanat et.al. [7] developed
a joint color-spatial-directional based dissimilarity and clus-
tered vertexes in the RAG (i.e., pixels) into several clusters
(i.e., regions) with an iterative clustering method followed by
a subsequent region merging process to generate final seg-
mentation results. However, this method tends to produce the
segmentation results with jagged edges, which may be result-
ed from the inaccuracy of estimating of statistical parameters
in multivariate Gaussian distribution.

An interesting work is to extend the existing graph-based
RGB image segmentation method to a new method by intro-
ducing depth (or geometrical) information into the existing
model. Literature [8] incorporated depth data into a RGB-
based dissimilarity, which appeared in the method proposed
in [13], with a fixed weight fusion strategy, producing the
RGB-D image segmentation method. However, this simple
combination of the color and depth data tends to generate in-
accurate segmentation results because of existence of noise in
an image.

In this paper, a novel graph-based RGB-D image seg-
mentation algorithm is proposed for indoor scene. An adap-
tive data-driven weight strategy is presented to combine col-
or and normal information to construct dissimilarity between
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Fig. 1. Outline of the proposed segmentation method.

two adjacent pixels, which is robust against noise in an im-
age. The weight at each pixel is calculated by using bi-semi-
Gaussian functions with multi-direction. In order to control
region merging process accurately, a novel merging threshold
is developed by utilizing normal information in sub-regions.
Based on our data-driven dissimilarity of two adjacent pixels
and adaptive region merging threshold, a region merging cri-
terion, the same as one used in [13], is proposed, which is an
ordered region merging strategy and in which each adjacent
pixel-pair will be accessed no more than once.

The rest of this paper is organized as follows: Section 2
presents the proposed method. The experimental results are
shown in Section 3, which includes the comparison with the
state-of-the-art methods and discussion. Finally, Section 4
draws conclusions and discusses future perspectives.

2. METHODOLOGY

In this section, we present our RGB-D image segmentation
algorithm for indoor scene. Firstly, the outline of the pro-
posed method is shown in Subsection 2.1. Secondly, Subsec-
tion 2.2 describes the graph-based representation of RGB-D
image, which is the foundation of our segmentation method.
Finally, we present the proposed region merging processing
in Subsection 2.3.

2.1. QOutline of the proposed method

The proposed segmentation method is based on region merg-
ing and its outline is shown in Fig. 1, which consists of two
blocks. The first block is to construct the weighted graph to
represent an image by combining RGB and normal informa-
tion with data-driven weight. The second one generates the
final segmentation with region merging.

2.2. Weighted graph

Let I(z,y) : © — R* represents an RGB-D image, where
Q={(z,y) €Z?*:2€{1,2,--- N, },y € {1,2,--- ,N,}}
indicates the discrete rectangular grid, N, and N, are the
numbers of row and column of the image, respectively. R* is
4-demension real space, which denotes three color channels
and depth channel.

Let ® = {Q,k=1,2,--- , K} denotes a segmentation
result of an image. Each region () is the set of the pixel-
s in a region. In this paper, an weighted undirected graph,
known as Region Adjacency Graph (RAG), RAG(V, E,w),

is used to represent segmentation results. The node set V =
{vk,k =1,2,---, K} indicates the K regions of the segmen-
tation region, and the set F is a subset of VV ® V', where e,,, =
(vg,vp) € E denotes that the regions {2y and Q,, are adjacen-
t. The weight, w(ey,) € w, of an edge exp, = (v, vp) € E
is dissimilar between two regions 2, and (2, which is cal-
culated by the dissimilarity measure Eq.(1) described in Sec-
tion 2.2.1.

2.2.1. Dissimilarity of two adjacent pixels

The dissimilarity of two adjacent pixels, p; and p;, consists
of two terms, color- and normal-variation between these two
pixels, and they are linearly combined using adaptive data-
driven weight. The dissimilarity of p; and p; is given by

w(pi, ;) - c(pispj) + v(pi, pj) - f(pi, pj)
w(pi, py) +v(pi,ps)

k(pi,pj) = (1)

where c(p;, p;) and f(p;, p;) are color- and normal-variation
between p; and p;, respectively. w(p;,p;) and v(p;, p;) are
data-driven weight calculated through using color informa-
tion of pixels around these two pixels. The color variation
¢(ps, pj) is from [13]

c(pi,pj) = \/T(pi>pj)2 + g(pi,pj)z + b(pi,pj)z 2
and the normal variation is defined as
f(pispj) =1 — cos({ip,, 7ip;)) 3)

where 7i;,, and 77, denote the normal vectors at pixel p; and
pj, respectively. The weight w(p;, p;) and v(p;,p;) are de-
fined as

w(pi, py) = max{V(pi, p;; 0)}, v(pi, ;) = exp{w(pi, pj) —

“4)
and V(ps,p;;0) = |mg, (pi,0) —my_(p;,0)|, where a
is a constant, and mg, (p;,¢) and m,_(p;, 0) are Gaussian-
weighted mean of rgb channels of pixels in two bi-semi-circle
regions at direction 6, as shown in Fig. 2. In Fig. 2, g4 and
g_ are Gaussian weight of pixels in two semi-circle regions,
respectively, and radius of each semi-circle is proportional to
the standard deviation o of Gaussian function g (or g_).

2.2.2. Properties of the proposed dissimilarity

The data-driven weighted combination of color- and normal-
variation in Eq.(1) is one of the major contributions of this
paper. Comparing with literatures [13, 14], in which color
and depth information are combined with fixed weight, our
proposed data-driven weight ensures that the adjacent pixel-
pairs straddle (or near) the border between two regions have
larger weights and the others possess smaller weights, which
makes the subsequent region merging process merges the two
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Fig. 2. Bi-semi-Gaussian functions. 0, 47/8,. . ., and 77/8 are
angles of two bi-semi-circle Gaussian functions, g and g_.

adjacent pixels (or regions) from an identical homogeneous
region as soon as possible. Moreover, as the weight average of
pixels value using Gaussian function, the proposed adaptive
weight strategy is inherent in suppress the noise around the
adjacent pixel-pairs.

2.3. Region merging

The goal of graph-based region merging is to partition a graph
into several disjoint sub-graphs with a criterion that deter-
mines the quality of partition results and the efficiency of the
method. Inspired by [13], the proposed criterion consists of
three aspects: representation of region, order of region merg-
ing and merging threshold.

The same as approach used in [13], in this paper, a re-
gion is represented by a Minimum Spanning Tree (MST) pro-
duced by its corresponding subgraph delimiting the region,
and the segmentation results with N regions are denoted by
a Minimum Spanning Forest (MSF) with N MSTs. With re-
spect to the order of region merging, sequential merging s-
trategy is utilized following a sorting procedure based on the
proposed dissimilarity measure Eq.(1). Here, the sorting pro-
cedure reorder the set I/ of the RAG in ascending order of
dissimilarity in w of the RAG. The reordered set E is named
as FEorders Eorder = {€1,€2,...,€,}, where dissimilarities
of edge e;,i = 1,2,--- ,n, satisfy w(e;) < w(ez) < ... <
w(en).

2.3.1. Merging threshold

For a partitioning result ®, ® = {Qp,k=1,2,--- | K},
with K regions, their corresponding MSTs are M ST(€;),
MST(Qs),...,and M ST(Q k). When considering the k-th
edge, e, € Eorger, which links two pixels p; and p,,,, and as-
suming that the pixels p; and p,, belong to region €2; and 2,
respectively, the threshold value M Int(£2;,€);) determines
whether these two regions, §2; and ), will be merged, and
the threshold value is defined as,

MInt(, Q) = min{Int(};) + T(;Q;), Int(Q;)+
T($2; %)}
Int(Qk) =

max

eeMST(Qk){w(e)}’ k=i

(&)

where T'(€;; ;) is computed by

T(Q4;9;) = [e — (4, Q)] /N; ©)
T(25; %) = [e — 0(, Q25)]/N;

where ¢ is a constant; /V; and IN; are the number of pixels in
the regions €2; and 2;, respectively; and ¢ (€;, ;) is defined
as, ©(4;Q;) = 1 —cos(7iq,, fq; ), in which 7ig, and 7ig, are
average normal in regions §2; and €);, respectively.

2.3.2. Merging algorithm

Employing the reordered set E,,.4.,, the region- (or pixel-)
pairs will be merged orderly, and each edge in the set £ of
the RAG, RAG(V, E,w), is accessed by the region merging
process no more than once. Without iterative searching and
updating of the set w in the RAG, so this proposed merging al-
gorithm is very efficient. Pseudo-code of the proposed region
merging algorithm is shown in Algorithm 1.

Algorithm 1 Color-Directional-Region Merging Method
Input: RGB image, Depth image, the standard deviation o
of the Gaussian function, the constant o and .
Output: Final segmentation results represented by an MSF.
1: Construct RAG(V, E,w) using Eq.(1)-(4)
2: Sort the set E in ascending order of dissimilarity in w,
and generate the reordered edge set Fy g
3: For k = 1to0 |Eypger| do
: Find two adjacent regions {); and €2; to make the
vertices v; and v; liked by the k-th edge ey, satisfy that
v; € §; and v € Qj
5: IfQ, N Qj = (do
: Compute the merging threshold M Int(;, ;) using
Eq.(5)-(6)
7: If w(er) < MInt(£;,Q;) do

8: Merging the region €2; and €2; into a larger one
9: End

10: End

11: End

12: Return final segmentation results.

3. RESULTS AND DISCUSSION

3.1. Dataset and evaluating benchmarks

In this paper, the NYUv2 dataset [12], which composed of
1449 indoor images with RGB and depth data, is used to
evaluate the proposed algorithm comparing with three pub-
lished methods, including GB-RGBD [13], PIS [15] and
JCSD-RM [7]. Variation-of Information(VI), Probability
Rand-Index(RI), Ground-Truth-Region Covering(GTRC)and
precision-recall based Boundary F-Measure(BFM) [16] are
used to compare the results generated by different methods
and ground truth labels in [6], quantitatively.
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Fig. 3. Segmentation results on NYUv2 dataset. (a)Original color image, (b)depth image, (c)ground Truth, (d)our method,

(e)JCSD-RM, (f)PIS, and (g)GB-RGBD.

Table 1. Comparing with the state-of-the-art methods.

GTRC PRI VI P R | BFM

ODS | OIS | Best | ODS | OIS | ODS | OIS
PIS 0.43 - - 0.88 - 3.16 - 0.37 [ 0.69 | 048
GB-RGBD 0.44 | 049 | 0.56 | 0.87 | 0.89 | 2.46 | 2.34 | 0.40 | 0.60 | 0.48
JCSD-RM 0.55 - - 0.91 - 2.12 - 0.56 | 0.43 | 0.49
OUR METHOD | 0.50 | 0.55 | 0.61 | 0.90 | 0.91 | 2.42 | 2.25 | 0.38 | 0.76 | 0.51

ODS: a universal fixed scale OIS: a fixed scale per image
Best: from any level of the hierarchy or collection Ground truth: extracted from [5]

3.2. Experiments and results

In all of the experiments, two parameters « and ¢ in Eq.(4)
and (6) are set to 1 and [0.5, 3.0], respectively. The segmenta-
tion results of the GB-RGBD and the PIS are obtained by the
authors’ source code [15], and the results of the JCSD-RM
are available in its web site. Table 1 shows the benchmarks
on the NYUv2. The best results are indicated by bold face.

Fig. 3 shows several segmentation results produced by d-
ifferent methods. Visually in Fig. 3, we can see that our pro-
posed method obtains better results than the PIS and the GB-
RGBD method, and comparing with the JCSD-RM method,
our method also provides regions with smoother boundaries,
which benefited from the utilization of the bi-semi-Gaussian
function in the proposed dissimilarity.

3.3. Discussion

From Table 1, we can see that the performance of the pro-
posed and the JCSD-RM method is comparable. Moreover,
our method is better in boundary localization indicated by
the BFM index, which is due to the quality of the proposed
method to generate smoother boundaries than the JCSD-RM
method. By the way, the difference between the ground-truth
used this paper and one utilized in literature [7] is the reason
why the quantitative indexes of the JCSD-RM method shown
in Table 1 is not the same as ones in [7].

It is worth noticed that the methodology of the proposed
method is analogous to the one in literature [7] that consist-

Table 2. Comparing with the proposed and JCSD method.
GTRC | PRI | VI | BEM
JCSD 0.46 0.87 | 2.68| 0.46
OUR METHOD | 0.50 0.90 | 2.42| 0.51

s of two stages: initial partition and region merging. From
Fig. 3, comparing segmentation results with ones provided by
the JCSD-RM method, one can consider our segmentation re-
sults as an initial partition. From the view of initial partition,
Table 2 gives the comparison of quantitative indexes of initial
segmentation results generated by our and the JCSD method.
Comparing the quantitative indexes of the JCSD method in
Table 2 with the ones of the JCSD-RM method in Table 1, we
are confident that our method can be improved further through
subsequent region merging process using more elaborate cri-
terion.

4. CONCLUSION

In this paper, we proposed a graph-based indoor scene seg-
mentation method using RGB-D images. Multi-directional
rotated bi-semi-Gaussian functions were used to calculate the
dissimilarity between two adjacent pixels. Based on it, a data-
driven combination method of color- and normal-information
was presented to indicate the dissimilarity between two ad-
jacent pixels and an undirected and weighted RAG was con-
structed. In the region merging stage, a novel method com-
puting merging threshold was presented by utilizing normal
information in two adjacent regions.

As discussed in this paper, our method can also be con-
sidered as an initial partition method for RGB-D image seg-
mentation, and our segmentation results will be improved by
using more elaborate region merging criterion. So, our further
work will be focus on subsequent region merging exploiting
sub-region information including color, shape and geometri-
cal properties.
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