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ABSTRACT

Age is an important biometric feature of human face. Estimat-
ing the specific age of facial images is challenging, because of face
aging’s highly nonlinearity and randomness. Commonly age pre-
dictors are based on classification or regression method, which may
be affected greatly by the category number or data distribution of
the labelled samples. In this paper, we design a parallel deep neural
network, called PGR-Net. It is a unified learning model which com-
bines the merits of traditional classification methods and regression
methods. The model consists of a classification network and sev-
eral age regressors. The classification network is designed to divide
facial images into several age groups, and a regressor is trained for
each group separately. We train the classification network and the re-
gressors in parallel, and perform age estimation with the regressor of
the group predicted by the classification network. Experiments show
that the proposed approach is fairly competitive compared with the
state-of-the-art methods on two public datasets.

Index Terms— Age estimation, Classification, Regression

1. INTRODUCTION

Age is an important biological feature of human beings, and facial
appearance will change greatly with the growth of age. Age infor-
mation is very important for many applications in the field of human-
computer interaction, and it also influences the performance of face
recognition system. Age estimation from facial image is to model
the changing of facial images with age, and predicts the approximate
age of a person according to the facial image. However, appearance
of facial images may be affected by head pose, illumination and fa-
cial expressions, and differs across gender, race and individual. So
age prediction based on facial images is very challenging.

Age estimation is a special pattern recognition problem [3, 2,
11, 5, 6, 10, 7, 8, 13, 14, 20, 22] , which can be regarded as either
a classification problem or a regression problem. In classification
methods, Lanitis et al. [3] compared different classifiers such as
quadratic functions, shortest distance classifier, supervised and un-
supervised Neural Networks for automatic age estimation. Yang et
al. [6] solved the ordinary binary classification problem using tra-
ditional LBPH feature. In recent years, many methods have been
developed on designing deep learning classifiers. Levi et al. [2] pro-
posed a simple convolutional net architecture to improve the classi-
fication accuracy. Chen et al. [10] took the ordinal relation between
ages into consideration to get smaller classification errors. Rothe
et al. [20] posed the age estimation problem as a deep classifica-
tion problem. In regression methods, Fu et al. [7] applied quadratic
regression on the discriminative aging manifolds. Guo et al. [8] de-
signed a locally adjusted and robust regression. Lanitis et al. [14]
used support vector regression for prediction of human age. More
latter works mainly focused on regression methods. Shen et al. [13]

proposed deep regression forests (DRFs) which divides soft data at
split nodes to learn nonlinear regression. Xing et al. [22] compared
three different methods and found the method based on regression
achieved better performance.

In age classification, the classification accuracy depends highly
on the category. When the total number of categories is relatively
small, the classification accuracy will increase, but the accuracy of
regression will decrease, and vice versa. Therefore, a good age clas-
sification method should balance both of the accuracy. In age regres-
sion, although it can predict the exact value of the age, the training
of the regressor needs more dense data, and often is under-fitting.
In this paper, we combine these two kinds of methods together and
design an effective deep neural network to get better performance.

Our original idea is inspired by the work [1] in estimating im-
age depth using any conventional monocular 2D camera, which used
a multi-layer decision forests including a depth classification forest
and a depth regression forest. It was a novel work performing classi-
fication and regression in order and get good results. But it relied too
much on the depth of the forest whose determination was difficult.
Later, Liu et al. [12] fused regression models of real-value with clas-
sification models based on Gaussian label distribution. Tan et al. [4]
analyzed the relationship between the real age and its adjacent ages,
and transformed the age estimation to T + 3 binary sub-problems
by dividing the age into n groups, where T is the maximum age.
In these methods, there are so many groups that the whole model is
large and the implementation is complicated. Due to this, we adopt
a simpler grouping method to implement a unified model combining
the classification and regression.

The network in this work has an elaborated designed architec-
ture with the combination of a classification network, a regression
network and a judge layer. Traditional classification-based meth-
ods tend to achieve rough results due to the category number.
Regression-based methods can achieve more accurate results, but
they rely on large mount of dense and labelled data. Our method
achieves a good balance and through a unified learning framework.
Experimental results show that it can obtain fairly well results.

2. METHOD

2.1. PGR-Net

Since dividing ages into different groups is a piecewise and discrete
function, the gradient of this kind of discontinuous process is diffi-
cult to calculate in the deep learning method. In general, it is not
easy to implement if we want to integrate them into one network.
Therefore, for simplicity of implementation, we design a PGR-Net.

PGR-Net is built from Alexnet. Alexnet consists of five convo-
lution layers and three fully connected layers. The input images of
256 × 256 are cropped to 227 × 227, then fed into our network as
input. Alexnet has lower accuracy than some deeper networks such
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Fig. 1. PGR-Net: the main architecture of our network. red line and arrow is training stage, green represents test stage, blue is both training
and testing stage. The classification and regression net is the basic Alexnet architecture, it consists of five convolutional layers and three fully
connected layers. Red and green rectangles represent judge layers, they divide data and labels into n groups(blue strips in the rectangle).

as VGG and Res-Net, but its architecture is tiny and more flexible,
which can shorten the training and testing time.

The network architecture is shown in Fig. 1. It consists of three
parts, classification net, regression net and a judge layer, where the
structures of the classification net and regression net are same to
the structure of Alexnet. In the training stage, the architecture is a
parallel net, the images and labels are input directly to the classi-
fication network. Meanwhile, The same data go through the judge
layer, which distributes the data into several groups and regards each
group data and corresponding label counted from zero as new input
data into the regression network. In the testing stage, The cropped
images pass the classification net firstly to obtain the predicted cat-
egory label, and then the judge layer assigns the data into the cor-
responding regression network according to the predicted label. In
the figure, we use the red and green lines to mark the components
included in the training stage and the test stage respectively, and the
blue line marks the component included in both two stages.

Judge layer in the figure is the key part. It integrates classifi-
cation and regression networks into a unified learning model. Blue
strips in the rectangle represent n classes divided from the classifica-
tion net. Judge layer works as a switch, no matter which category the
result of the classification network belongs to, the switch will route
the result to corresponding regression network. The main function
of this layer is splitting the data of corresponding groups and pro-
cessing the labels while filling up batch simultaneously.

2.2. Loss Function

In classification net, we use the cross-entropy cost function[21],
which is one of the most common classification loss functions,
designed as the softmaxWithLoss layer in caffe.

For the orderly nonlinear problem of age estimation in regres-

sion net, ordinal regression [16] is very suitable. It transforms the
age estimation problem into a series of simple binary sub-problems
[26, 27], can be considered as a compromise between classification
and regression. The predicted age

∧
yj can be calculated as follows:

∧
yj = 1 +

C−1∑
k=1

fk (Xj)

where C represents the maximum of age, fk is the k-th binary clas-
sifier, Xj is j-th test face.

We use the method in [15] to address ordinal regression prob-
lems and implement it as a new layer in Caffe.

2.3. Implementation Details

Parameter Setting. We implement the PGR-Net in the GPU mode
with Caffe[19]. The network was trained with a weight decay of
0.0005 and a momentum of 0.9. The learning rate starts from 0.001
and is reduced by a factor of 10 along with the number of iterations
increases. For all experiments, the network was initialized with the
weights from training on ImageNet.
Batchsize Filling. In caffe, one batch data of a certain batchsize is
processed at a time, and a network is only allowed to have one unique
batch size during training and testing. After inputting, a batch of data
will be divided into 5 groups by the judge layer and the number of
segmented data must be less than or equal to batchsize. In order to
keep the grouped data having the identical batchsize in each network
to facilitate calculation, we need to design a optimal method to fill
the segmented batch to original batchsize.

We have used many methods to conduct experimentssuch as
picking a set of data to fill the batchsize randomly, or picking a set of
best-performing data to fill. The first method has great randomness,
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if we happen to choose a set of weakly performing data to fill, the
result must be very poor, and vice versa. The second method is un-
fair to some extent. Filling with optimal data will definitely improve
the experimental results, and it may masks the effect of our method.
In summary, we duplicate the data cyclically to fill the batchsize and
this loop filling strategy is of the most fairness.

For the case where no data is allocated to a certain group, the
batchsize will be zero and there will be no data to perform the loop
filling. Based on the existence of this case, we save and update one
set of data in judge layer to solve this problem. If this happens, the
saved data will be recalled to fill the batchsize. Due to the saved data
are random, our method is fair to a certain extent.

3. EXPERIMENTS

3.1. Dataset

There are few datasets which can be used to estimate the age of 2D
images. Two representative datasets are Morph Album2 [17] and
Webface [25]. In the following, we will introduce them briefly.
Morph Album2. The Morph Album2 data contains 55,000 images
of more than 13,000 people with different age, gender, and race. The
age ranges from 16 to 77, and the average age is 33. Here we use
the 5-fold cross-validation to evaluate the performance. The whole
dataset is divided into five sets, four sets are used for training and the
remaining one for testing. We don’t adopt the segmentation method
in [9], since [9] also considers the factors of gender and ethnicity.
Webface. WebFace dataset contains 62,203 images captured in the
wild environment which involves large expressions and pose. The
age ranges from 1 to 80, and the dataset is very challenging since it
contains incomplete images and unreal facial images. We conduct
experiments on Webface with a four-fold cross-validation [18].

3.2. Data Preprocessing and Evaluation Metric

3.2.1. Data Preprocessing.

Firstly, we align the face images. A face detector is used for recog-
nition and an affine transformation is applied for registration. Five
landmarks in face, i.e.left and right eyes corners, tip of the nose and
two mouth corners, are selected as key points. All the aligned im-
ages are of the size 256×256. Then we feed the aligned images into
the network.

Due to the complexity of Webface, we preprocess the dataset.
Firstly, we use face++ to remove images with multiple faces; Then
we reject images in different modalities such as face sketches and
non-face images. Thirdly, we registrate the remaining images. The
data preprocessing procedure of Webface is shown in Fig. 2.

3.2.2. Evaluation Metric

MAE. This paper uses the mean absolute error (MAE) to evaluate
the regression result. MAE is calculated using the average of the
absolute errors between the estimated value and the true value, i.e.

MAE = 1
m

m−1∑
i=0

|y
′
i − yi| , where m is the number of testing face

images, y
′
i and yi is the estimated value and the true value respec-

tively.
Weighted Average All the regression results are weighted and aver-
aged to get a final result. It can be calculated by function as follows:

f (x) = min
∑
i

w (i) · fi (x)

Table 1. Compared with different age interval in Morph folder-one
Age Interval 5 10 15 20 30

Number Of Groups 10 5 4 3 2
Mean Accuracy 0.652 0.795 0.827 0.913 0.921

Mean Mae 2.49 2.29 2.45 2.38 2.36

where x is the input images and i is the group we divide age into. w
represents weights in every group, and fi (x) represent the optimal
value obtained for each group in regression network.

We choose the softmax score as the final weights at first, and
finally find that the experimental results are not satisfactory. Because
if the data of younger age is assigned to an older group, the MAE
is far from being offset by the weights. Besides, We choose the
proportion of each group in the total data as the weights, but it is
not reasonable in reality because the real grouping results of test
dataset are often inaccurate and we don’t know the true category.
Therefore, it is more reasonable and effective to use the proportion
of each group in the training sample as the weights to get the mean
result directly.

3.3. Age Group and Upper Bound Analysis

Our method is based on the age classification first, so the key point is
how many groups the age need to be divided into and how to divide
them. We design three contrast experiments based on folder-one of
Morph data which analysis the method of group selection. By con-
ducting these experiments, we get the reliable group results. Finally,
we divide the age into 5 groups with interval of 10, and we adopt
adjacent grouping method.
Age Group Division. We need to find an optimal grouping so that
the classification and regression can reach a balance. Too few groups
will lead to the meaningless of PGR-Net, while too many groups
will lead to a drop in classification accuracy. The original data were
classified in the age interval of 5, 10, 15, 20, and 30 respectively.
Table 1 shows the different results of different age interval. the first
row represents the age interval, the second row is how many classes
we get with the corresponding age interval. The third and final row
represent the classification and regression results respectively. The
figure shows that using 10 as the age interval is the best and ages are
divided into 5 groups in Morph.
Adjacent Groups. Regression results in PGR-Net depend on the
results of the classification, so a lower accuracy of classification can
lead to a worse MAE. Therefore, in order to ensure the data a higher
probability of being assigned to the right group, We merge adjacent
groups into a new group. Experiments show that the adjacent groups
is better than the original groups. In Table 2, The final column is
the result of original groups, and the third column shows the result
of adjacent groups. It can be inferred from the table that using the
merge adjacent groups can get better results.
Upper Bound Analysis Suppose that the classification accuracy
reaches 100%, the result of PGR-Net will be optimal. In this sec-
tion, we denote the optimal value of our regression net to be an
upper bound. That is, in regression net, we use the true label instead
of the predicted results in classification.

We can see from the Table 2, the second column is the upper
bound of our method. the result is reasonable and get a minimum
which is better than other results obviously. Every efforts we make
is to get the results as close to the upper bound as possible.
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Fig. 2. The data preprocessing of Webface. The first row represents the original data (with the size of 62,203). It consists of frontal face
images, multiple face images, partial face images, a small number of face sketch images, non-face images and etc. The second row represents
the remaining images after deleting multi-facial images(with the size of 57478). The third row shows the remaining images after deleting
sketch images and non-face images, then the remaining faces are aligned and then used in the experiments(with the size of 54203).

Table 2. Compared with diffenrent grouping method and the upper
bound in Morph folder-one

Upper Bound Adjacent Groups Original Groups
MAE 2.095 2.292 2.432

Table 3. Our experiment results in Morph and Webface
fold 1 fold 2 fold3 fold 4 fold 5 mean

Morph 2.29 2.28 2.44 2.30 2.33 2.33
Webface 5.97 6.01 5.97 5.96 - 5.98

3.4. Results

The experimental results using two datasets are shown in Table 3.
We can see that the MAE of all the five folders does not change
sharply except the folder3 whose MAE is 2.44, larger than other
folders. A possible reason for it is uneven data distribution by check-
ing the data. For Webface data, the results of all the four folders are
uniform. The final result is the average of all the four folders. We
can see that the final mean MAE is 2.33 and 5.98 for the two datasets
respectively, and the result of Webface data is far worse than that of
the Morph data. It is because the Webface data is captured in the
wild environment, and is more challenging.

Table 4. shows the comparison with the state-of-the-art methods.
We can see our PGR-Net achieves the best performance for both of
the datasets. This shows that our method is competitive. In addition,
we only need to finetune the original Alexnet model, while some
other CNN-based methods need to pretrain the network with more
datasets.

4. CONCLUSION

This paper proposes a unified parallel network called PGR-Net,
which combines the merit of both classification and regression with-
out any manual intervention. The model consists of a classification
network and several age regressors. The classification network is

Table 4. The MAE value compared with state-of-the-art methods
Morph Webface

Tree-a-CNN[24] - 7.72
DEX[20] 3.25 -
D2C[23] 3.06 6.04
DEL[22] 2.96 6.03

Ranking-CNN[10] 2.96 -
AGEn[4] 2.52 -

PGR-NET 2.33 5.98

designed to divide facial images into several age groups, and a
regressor is trained for each group separately. We also prove the
rationality of the parameters used in the experiment, such as the age
interval we divided. Experiments show that the proposed approach
is fairly competitive compared with the state-of-the-art methods on
two public datasets.

In the future, there are also some improvements in our work.
Firstly, if the basic network is changed to a deeper network such
as VGG or Res-Net, the experimental results will be better. but the
drawback is that deeper networks can lead to larger network architec-
tures, which means higher demand for hardware configuration and
lower training speed. So it’s a trade-off between network architec-
ture and the speed we need to make. Secondly, we should find the
share layers between classify and regression network, which can re-
duce some parallel layers and simplify the models. Thirdly, the data
processing can also be more elaborate, and the data should be evenly
distributed to each fold as much as possible.
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