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ABSTRACT
In visual object recognition problems essential to surveillance and
navigation problems in a variety of military and civilian use cases,
low-resolution and low-quality images present great challenges to
this problem. Recent advancements in deep learning based methods
like EDSR/VDSR have boosted pixel domain image super-resolution
(SR) performances significantly in terms of signal to noise ratio(SNR)/
mean square error(MSE) metrics of the super-resolved image. How-
ever, these pixel domain signal quality metrics may not directly cor-
relate to the machine vision tasks like key points detection and ob-
ject recognition. In this work, we develop a machine vision tasks-
friendly super-resolution technique which enhances the gradient im-
ages and associated features from the low-resolution images that
benefit the high level machine vision tasks. Here, a residual learning
deep neural network based gradient image super-resolution solution
is developed with scale space adaptive network depth, and simula-
tion results demonstrate the performance gains in both gradient im-
age quality as well as key points repeatability.

Index Terms— Image Super-resolution, Difference of Gaus-
sian, Gradient Image, SIFT repeatability

1. INTRODUCTION

One of the huge challenges in image recognition is dealing with low-
resolution images. Especially, in military and surveillance applica-
tions, recognition is done from low quality input images. However,
if the image is captured from a further distance, the quality remains
very low and unrecognizable which is actually a great concern in
some sectors e.g. Department of Defense (DoD) while dealing with
counter Unmanned Aircraft System (UAS) . One of the popular solu-
tions in this case would be image super-resolution. Super-resolution
[1] means finding a mapping from the low-resolution (LR) image to
its high-resolution (HR) version. In the case of single frame super-
resolution (SISR), the number of pixels for a single image is in-
creased so that it can visually look better as well as can be effica-
cious while recognition. However, in addition to super-resolving the
image, the key concern is to preserve the features so that it can be
recognized accurately. Nowadays, image SR is driven by the emer-
gence of deep learning methods. Recently, numerous deep learning
based super-resolution methods have been introduced. In [2], SR-
CNN method is established which is an end to end system between
the input low-resolution images and its interpolated high-resolution
images. The results exhibit quite a good gain over the other meth-
ods. In [3], VDSR method is established which generates a very

deep convolutional neural network(CNN) with stages of small fil-
ters resulting in faster convergence and much gain in PSNR. In [4],
the proposed enhanced deep learning based super-resolution (EDSR)
method is further replicated in stages to finally produce the deep
layers of super-resolution network being inspired from residual net-
work.

In typical super-resolution methods, the goal is to improve peak
signal to noise ratio(PSNR). But, from the practical point of view,
these SR methods generate more eye-soothing high-quality image
by increasing PSNR which eventually contribute towards losing key
features. So, while identifying those images, we need to preserve
the important local and global features e.g. recognizing captured
low quality images from surveillance cameras using their features or
identifying an aircraft using key feature points in Air Force. There
are quite a few works on low-resolution image recognition. In [5],
very low-resolution recognition (VLRR) problem has been dealt with
deep learning based model for demonstrating the task with face recog-
nition, font recognition, digit recognition. In [6], another deep CNN
based method is proposed to deal with face and other objects with
low quality. In many recognition tasks, gradient images are impor-
tant information derived from pixel images. To define, gradient im-
age generally refers to a change in the direction of the intensity or
color of an image. Numerous works regarding image recognition
have been done using gradient of images. In [7] and [8], Harris De-
tector and Laplacian of Gaussian are used to find out the features of
edges and corners and blobs of an image respectively. In [9], SIFT
feature detection is used which discovers local features after com-
puting maxima and minima from the Difference of Gaussian(DoG)
image set. In recognition, key points from an object are extracted to
provide a description of the features which are used for recognizing
the object. So, it should be important to keep in mind that extracted
features should be able to be used in case of scale, noise and illumi-
nation changes. SIFT can handle these change making SIFT an ideal
method for feature extraction.

There is few research regarding the preservation of features. In
[10], a visual query compression for preserving local features is in-
troduced. Here, they go through a new method in visual key points
compression which uses subspaces for optimization of preserving
key point feature matching properties than the reconstruction per-
formance. Our proposed method in this paper is not an end to end
system. Rather, it is a super-resolving network which generates SIFT
repeatability. So the objective is to super-resolve the images in gra-
dient domain so that it preserves SIFT features which will eventu-
ally contribute for better recognition. Our SR network is constructed
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Fig. 1: Proposed Network Architecture

upon the concept of generating gradient images. The network actu-
ally consists of five SR networks. For each one, we establish deep
learning method inspired from EDSR and Squeeze and Excitation
Network [11] but instead of producing the super-resolved image of
original input, we produce the Gaussian blurred images with differ-
ent standard deviation to finally compute the DoG images. In SIFT,
DoG images [12] are produced from the input image with different
scale and different standard deviations. In our method, the network
produces the Gaussian blurred images with similar standard devia-
tions and compute the DoG images and integrate with SIFT method
to find out the key points which are used for matching. Overall, our
proposed method intends to generate super-resolved gradient images
which preserve the SIFT features to produce SIFT repeatability.

2. PROPOSED METHOD

Our proposed method consists of a deep learning pipeline for im-
age super-resolution. Our network is not an end- to end system. We
wish to produce SIFT repeatability. So, we generate super-resolved
Gaussian blurred image with different standard deviation instead of
high-resolution image in pixel domain. The idea is to generate high-
resolution gradient images from the Gaussian blurred image to fi-
nally integrate with SIFT to preserve SIFT matching points. Gradi-
ent images are generally constructed from the original image being
convolved with a filter. Our image gradient method is based on the
SIFT method. In SIFT method, from an input image, different Gaus-
sian blurred images are first produced with different standard devi-
ation. Then DoG image is computed for different scales which are
called octaves. From DoG images, maxima and minima are com-
puted to find key feature points. Let, I(x,y) is the original image;
G(x,y,σ) is the Gaussian Kernel. Equation (1) and (2) show the for-
mulation of Gaussian blurred images.

G(x, y, σ) =
1

2πσ2
e

−(x2+y2)

2σ2 (1)

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2)
Where, L(x,y,σ) is the Gaussian blurred image with specific σ

which is the standard deviation, x is the distance from the origin in
the horizontal axis, y is the distance from the origin in the vertical
axis

So, the DOG will be as follows in equation (3) and (4):

D(x, y, σ1, σ2) = (G1(x, y, σ1)−G2(x, y, σ2)) ∗ I(x, y)) (3)

D(x, y, σ1, σ2) = L1(x, y, σ1)− L2(x, y, σ2) (4)

Where, D(x,y,σ1,σ2) is the of DoG image, σ1is the standard de-
viation of the first blurred image and σ2is the standard deviation of
the second blurred image. G1,G2 are Gaussian filters. L1,L2 are
Gaussian blurred images.

The loss function E is the MSE loss between the DoG of the
super-resolved blurred generated image and the DoG from convolu-
tion with original image which can be shown in (5):

E(D̂,Doriginal) =

n∑
i=1

m∑
j=1

(D̂ij −Dij
original )

2
(5)

Where D̂ is the predicted DoG image which is upscaled and
Doriginal is the DoG image computed from of the original one con-
volved with Gaussian filter. n and m are the numbers of pixels in x
and y direction.

The gradient descent of the loss function is the differentiation
with respect to D̂ as followed in equation (6),(7) and (8):
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(6)
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2
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(7)

P = e

−(x2i+y
2
j )

2σ1
2 ∗ I(xi, yj), Q = e

−(x2i+y
2
j )

2σ2
2 ∗ I(xi, yj) (8)

Here, equation 7 is derived from equation 6 after differentiating
it with respect to D̂. In equation 7, due to the complexity of the equa-
tion we introduce two terms P and Q [shown in equation 8]which are
the exponential terms for the Gaussian filter in each image convolved
with the original image I(xi, yj) where xi is the distance from the
origin in the horizontal axis, yj is the distance from the origin in the
vertical axis.

As the loss function and its gradient descent seem to be very
complex, it can be simplified if we use the MSE loss between Gaus-
sian blurred images as our loss function and then we compute the
DoG images from the Gaussian blurred image. The following equa-
tion (9) is the simplified loss function

E(L̂, Loriginal) =

n∑
i=1

m∑
j=1

(L̂ij − Lij
original )

2
(9)

Where L̂ is the predicted blurred image which is upscaled andLoriginal

is the Gaussian blurred image of the original image with same stan-
dard deviation.

There are different stages in our proposed method. From the
low-resolution input images, the deep learning based Gradient Im-
age super-resolution stage creates super-resolved Gaussian blurred
images which in turns produces the DoG images. The SIFT inte-
gration stage integrates the DoG images for show-casting SIFT re-
peatability. Figure 1 shows the full network architecture of our pro-
posed method. For the super-resolution network design, the residual
blocks concept is taken from EDSR. Each of the five networks con-
tains several ResBlocks followed by deconvolution layers as in Fig-
ure 2a. Each ResBlock contains a residual block which is followed
by a Squeeze and Excitation network unlike EDSR. Residual blocks
have a convolutional layer followed by rectified linear unit(ReLU)
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Fig. 2: Deep Learning Gradient Image Super resolving network to compute upscaled Gradient Image

and again a convolutional layer. Each convolutional layer has filter
kernel size of 3X3 with 64 number of features. In the Squeeze and
Excitation network, the output from residual block is followed by a
global pooling layer, fully connected layer, ReLU, a fully connected
layer again and a sigmoid function followed by the scaling. The in-
put to the residual block is added to the output of Squeeze and Exci-
tation network for the residual learning. The Squeeze and Excitation
network improves channel-wise feature responses by modelling the
relationships between channels [11] as shown in Figure 2b which
works as a boosting factor in our method. The deconvolutional layer
[13] does the upscaling of the image. Here, stride value 2 or 4 is
used for either 2X or 4X upscaling.

However, the number of ResBlocks is not fixed. We design an
adaptive solution to the number of Resblocks. As we have 5 separate
SR networks for generating 5 different Gaussian blurred images with
different standard deviation value(σ), we adapt the number of blocks
according to the sigma value unlike EDSR. For higher σ value the
number of ResBlocks is reduced. We chose the σ values of 1.249,
1.545, 1.946588, 2.452527 and 3.090016 in accordance with the de-
sign of SIFT. After trial and error, we optimized the number of Res-
blocks as 16,12,10,8,6 respectively for lower to higher σ values. The
depth of layers has been reduced as we increase the σ.

After the Gaussian blurred images are produced from the SR
networks having MSE loss in DoG domain, DoG images [12] are
computed simply from the subtraction between the images. It is to
be noted that in our network, the ground truth is the Gaussian blurred
image of the original high-resolution input whereas the input is the
downsampled version of the original high-resolution image. There
are five different Gaussian blurred images with different standard
deviations. From each pair of blurred image, a DoG image is com-
puted. From five blurred image, four DoG images are computed. So,
finally our network gives four DoG images as the outputs.

Integration with SIFT: Once we generate the four DoG im-
ages computed from the five generated high- resolution blurred im-
ages from the network, we integrate it to the SIFT network [14].
Instead of calculating DoG images by SIFT itself which is done in
SIFT method, we directly load our DoG images into the SIFT net-
work. So, the SIFT network will find key points from our produced
DoG images. The purpose of integrating with SIFT is that SIFT it-
self computes DoGs in different scale to find out the maxima and
minima in DoG images for identifying key points. As our network
already produces super-resolved DoGs, the integration will enhance
the number of the SIFT matching feature points.

3. EXPERIMENTAL SETUP AND DATASET

For training, we used the CVPR DIV 2K dataset [15] with 800 train-
ing images. We first downscaled the images by both 2 and 4 times.
The input images are then cropped to 32X32 patch size. The train-
ing process is conducted in Python with PyTorch [16] deep learning
tool. For testing, we used the MPEG Compact Descriptors for Visual
Search (CDVS) dataset [17]. CDVS is a comprehensive collection of
images of various objects which consists of 186k labeled images of
CDs and book covers, paintings, video frames, buildings and com-
mon objects. We experimented on all the categories of the dataset
separately and chose 200 matching image pairs from each one. We
used five pretrained models for generating the upscaled blurred im-
ages. The DoG images are then computed and integrated to SIFT.
As it is not an end to end network, rather a network to produce SIFT
repeatability, we simply did not compute any recognition scheme;
rather we show the number of SIFT matching points.

4. RESULTS

For the evaluation of the performance, we basically compare our
result with bi-cubic interpolation and original EDSR that generate
upscaled image unlike our blurred version. We categorize the CDVS
dataset into buildings,graphics( books, cards, CDs, DVDs, print),
objects, videos and paintings. We collected 200 matching image
pairs from each category and evaluated the performance. From the
generated Gaussian blurred image, we computed the DoG images
and compared the PSNR with DoG images produced from EDSR
and bi-cubic interpolated images for both 2X and 4X upscaling.

Table 1: PSNR(in dB) comparison of DoG Images for 2X
upscaling for CDVS full dataset.

DoG (σ1,σ2) Proposed Method EDSR Bi-cubic
σ1=1.24, σ2 =1.54 33.30 31.24 30.2
σ1=1.54, σ2=1.94 37.60 35.58 34.75
σ1=1.94, σ2=2.45 44.75 42.48 41.5
σ1=2.45, σ2=3.09 48.38 46.12 45.55

Table 1 and Table 2 show the result for PSNR in dB for four
DoG images generated from difference of Gaussian blurred images,
blurred at σ1 and σ2 using our proposed method, DoG images gen-
erated from EDSR images convolved with Gaussian filters and DoG
images generated from bi-cubic interpolated images convolved with
Gaussian filters for 2X and 4X upscaling. It is crystal clear that DoG
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Table 2: PSNR(in dB) comparison of DoG Images for 4X
upscaling for CDVS full dataset.

DoG (σ1,σ2) Proposed Method EDSR Bi-cubic
σ1=1.24, σ2=1.54 31.20 29.15 28.65
σ1=1.54, σ2=1.94) 35.68 33.53 33.05
σ1=1.94, σ2=2.45 40.6 38.15 37.68
σ1=2.45, σ2=3.09 45.9 43.60 43.15

images from our SR network have acquired around 2 -2.3 dB gain
for 2X and 2-2.4 dB gain for 4X upscaling over the DoG images gen-
erated from original EDSR convolved with Gaussian filter and 2.7-3
dB gain for 2X and 2.5-2.9 dB gain for 4X upscaling over bi-cubic
interpolation.

Table 3: Average number of SIFT matching points for
200 matching image pairs from each category of the CDVS
dataset.

Category Factor Original Proposed EDSR Bi-cubic
Buildings 2X 125.8 130.4 116.3 112.4
Buildings 4X 125.8 115.4 105.6 100.4
Graphics 2X 101.6 102.8 94.5 92.8
Graphics 4X 101.6 90.4 86.7 85.4
Objects 2X 115.3 118.5 106.9 102.6
Objects 4X 115.3 108.8 99.1 96.2

Paintings 2X 114.4 120.5 105.9 100.7
Paintings 4X 114.4 109.8 101.5 96.1

Video 2X 94.3 94.4 87.2 85.2
Video 4X 94.3 85.5 80.1 79.2

As we generate DoG images, we integrate them into SIFT to
generate SIFT repeatability. In Table 3, the result is shown for five
different categories for the average number of SIFT matching points
from generated super-resolved images using our proposed method ,
EDSR method and bi-cubic interpolation methods and also the origi-
nal images which are already high-resolution images for 200 match-
ing image pairs. For 2X upscaling, our method is having a gain
of around 7-14 points over EDSR and 9-18 points over bi-cubic in-
terpolation. For 4X upscaling, the gain is around 4-10 points over
EDSR and 5-15 points over bi-cubic interpolation. The best result
is achieved in the buildings category with 10-14 points and 15-18
points gain over EDSR and bi-cubic respectively. The worst result is
achieved in the graphics and video categories with a gain of around
5-10 points gain. The goal of our proposed method is to produce
SIFT repeatability rather than constructing an end to end system
for full recognition. The SIFT repeatability bears the testimony that
the produced images have more matching feature points which con-
tribute for recognition.

In comparison with the original image, our proposed method
achieves approximately even 0.1 to 4 more matching points than the
original image for 2X upscaling factor as shown in Table 3. The
reason is that while super-resolving from lower resolution image,
the Gaussian blurred image stored the information of the features
more rigorously. So after computing the DoG, SIFT feature extrac-
tion method finds more maxima and minima while discovering key
points.

Figure 3 shows the images of SIFT matching points for image,
image generated using our method,original EDSR and bi-cubic in-

(a) SIFT matching points for original image (102 points)

(b) SIFT matching points using proposed method (112
points)

(c) SIFT matching points using EDSR (100 points)

(d) SIFT matching points using bi-cubic interpolation(96
points)

Fig. 3: SIFT Matching Points Comparison

terpolation for 2X upscaling. It is seen that our proposed method
shows more gain over the other methods.

5. CONCLUSION

Low-resolution images present great challenges to a variety of visual
recognition problems in real world navigation and surveillance ap-
plications. In this work, we developed a novel gradient image super-
resolution solution that opens up more degree of freedom (DoF) in
the SR network design by allowing scale space adaptation in both
network architecture and depth. Simulation results demonstrated
that the SR performance in both gradient image quality and subse-
quent machine vision tasks like key point repeatability are improved
compared with the state of art solutions in pixel domain super-resolution.
In the future, we will develop task-specific deep neural network in-
tegration with triplet loss and softmax loss networks to drive better
task level performances.
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