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ABSTRACT
Recently, time-of-flight (ToF) sensors have emerged as a promising
three-dimensional sensing technology that can be manufactured in-
expensively in a compact size. However, current state-of-the-art ToF
sensors suffer from low spatial resolution due to physical limitations
in the fabrication process. In this paper, we analyze the ToF sensor’s
output as a complex value coupling the depth and intensity infor-
mation in a phasor representation. Based on this analysis, we intro-
duce a novel multi-frame superresolution technique that can improve
both spatial resolution in intensity and depth images simultaneously.
We believe our proposed method can benefit numerous applications
where high resolution depth sensing is desirable, such as precision
automated navigation and collision avoidance.

Index Terms— Multi-frame Superresolution, Time-of-flight
Imaging, Complex Model.

1. INTRODUCTION

In recent years, the problem of acquiring a 3D depth map of a scene
has been studied extensively in the field of image processing. A
depth map provides a 3D model of the visible surfaces in a scene
[1], which makes it very useful in many areas of interest, such as
robotics [2], video gaming [3] or biomedical imaging [4]. Some
of these applications have led companies like Oculus (Virtual Real-
ity), Snapchat (Augmented Reality), or Tesla (self-driving autono-
mus cars) to be amongst the most successful companies. Many ap-
proaches have been proposed in the literature to acquire a depth map,
for instance, light detection and ranging (LIDAR) devices [5], struc-
tured light [6], or stereo [7].

One of the most recent techniques is time-of-flight (ToF) sen-
sors [3] which captures both an intensity image and a depth map of
the scene at the same time. Three-dimensional (3D) imaging using
ToF sensors has rapidly gained widespread adoption in many appli-
cations due to their cost effectiveness, simplicity, and compact size.
However, the current generation of ToF cameras (e.g., Microsoft
Kinect Sensor, 640× 480 pixels [3]) suffers from low spatial res-
olution compared to regular CCD/CMOS sensors (easily larger than
1000 × 1000 pixels) due to physical limitations in the fabrication
process. In this work we propose a novel approach to jointly in-
crease the resolution of a depth map and intensity image provided
by a ToF camera.

The process of obtaining a high resolution (HR) image from a set
of low resolution (LR) observations is called super-resolution (SR)
in image processing [8]. The key question in SR problems is how
to reconstruct the sub-pixel information which is missing in the ob-
served LR measurement images. Different approaches are proposed
in the literature to perform SR on depth maps acquired by ToF cam-
eras. One strategy to recover sub-pixel information is to use other
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Fig. 1. Overview of the Multi-frame SR for ToF imaging: The
ToF sensor generates both the intensity and phase images simultane-
ously when imaging a scene. We combine the intensity output and
the phase output to a complex value with phasor. We then extend
the multi-frame SR technique to these low-resolution ToF complex
outputs. A high resolution reconstruction (AeiΦh ) is obtained. We
then get the SR intensity and phase images.

imaging modalities. For instance, Ti et. al. [9] proposed a photomet-
ric stereo technique to improve the ToF spatial resolution. Kadambi
et. al. [10] combined shape from shading with high spatial resolution
to boost the low spatial resolution depth measurement from the ToF
sensor. Hui et al. [11] use an HR intensity image of the same scene,
and Li et al. [12] also use compressive sensing to increase the spatial
resolution. In both cases the underlying idea is the edges in the depth
map can be improved using the information that is provided by ei-
ther the HR intensity image or optical multiplexing. Although these
methods help improve the spatial resolution in depth images, they
require extra hardware (e.g., an additional HR RGB camera). Nu-
merous single image SR approaches exist as well, for example Xiao
et al. [13] apply a bicubic interpolation to obtain a higher resolution
depth map, followed by deblurring to obtain a SR reconstruction.

In this paper, we focus on multi-frame (MF) approaches, where
sub-pixel information is extracted from a set of LR measurement im-
ages of the same scene with small movements between them. This
method has been widely used for intensity sensors (see [8, 14, 15]).
Recently, this technique has been applied on Google’s pixel 3 to im-
prove the lateral resolution [16]. A natural question is whether we
can apply multi-frame SR techniques to ToF imaging to improve
the spatial resolution of captured depth maps. While previous mul-
tiframe ToF techniques (e.g., [11] and [17]) have focused on fusing
multiple images taken from different types of cameras, we focus here
on the problem of recovering an SR depth map directly from mul-
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tiple frames captured by one or more ToF cameras. Our approach
takes advantage of the fact that ToF cameras produce both LR in-
tensity images and LR depth maps, avoiding the need for additional
HR sensors. Efficient implementation of our multiframe SR tech-
nique relies on a linear forward model relating the scene to sensor
measurements. While the transform-domain sparsity of natural im-
ages applies to depth images, the depth is non-linearly related to the
intensity measured at each pixel on a ToF sensor. In this paper, we
adopt the phasor representation [18] to model the ToF imaging out-
put as a complex value (aeiΦ) with intensity as amplitude (a) and
depth as phase (eiΦ). A linear forward model from the scene to the
ToF sensor is generated which is the same as the one used in regular
CCD/CMOS sensors. The LR intensity and depth images are jointly
combined to contribute to the SR reconstruction of both depth map
and intensity images.

In Fig. 1 we show an overview of our multi-frame SR technique
for the ToF imaging. First, a set of LR pairs of intensity (real, pos-
itive) images and depth maps are acquired simultaneously by a ToF
camera. A phasor representation combines the intensity and depth
information measured at each pixel from the ToF camera into a com-
plex valued LR image. Finally, the SR method proposed in [15], is
applied to a set of complex valued LR images to generate SR inten-
sity and depth images simultaneously.

The rest of the paper is organized as follows. In section 2 we
introduce the ToF acquisition system. In section 3 we introduce the
SR algorithm for ToF images. Experimental results on real datasets
are presented in section 4. Finally, section 5 concludes the paper.

2. TIME-OF-FLIGHT IMAGING

2.1. ToF imaging principle

ToF is an active imaging technique which encodes both intensity and
depth information of a scene into each captured image. We illustrate
the ToF acquisition scheme in Fig. 2. Both the light source and the
shutter of the ToF camera are amplitude-modulated, typically at the
same frequency ω. The light source output is represented as m(t)
and the shutter coding as r(t − ψ), where ψ is an arbitrary phase
delay introduced at the shutter. The modulated light m(t) travels
through space and is reflected by an object, and then it reaches the
camera sensor at pixel p. The light received will retain amplitude
modulation frequency ω, but it will be phase delayed by φp =

ωdp
2c

and attenuated by apm(t−φp), where dp is the distance of the object
at position p, c is the speed of the light constant, and ap is the albedo.

The sensor measurement at the pixel p and phase delay ψ, for an
exposure duration of T , is given as:

B(p, ψ) =

∫ T

t=0

apm(t− φp)r(t− ψ)dt (1)

By varying the delay ψ, one can capture the entire correlation
between the reflected signal and the exposure signal. Most ToF sen-
sors use only four measurements (referred as quadrature measure-
ments) that correspond to ψ = 0, π/2, π, 3π/2, to recover the am-
plitude ap and the phase φp of the reflected signal as

ap =

√
[B(p, 3π/2)−B(p, π/2)]2 + [B(p, π)−B(p, 0)]2

2
,

(2)

φp = arctan

(
B(p, 3π/2)−B(p, π/2)

B(p, π)−B(p, 0)

)
. (3)

Where the intensity value for the pixel p is given by the amplitude
value ap, and the depth value at the same pixel can be easily calcu-
lated as dp =

2cφp

ω
.

Fig. 2. ToF depth imaging (assume single depth): The computer
sends out two signals: m(t) to control the laser diode and r(t−ψ) as
reference to ToF sensor. The reflection from object (apm(t−φp)) is
collected by ToF pixels, and then correlates with the reference signal
(r(t− ψ)) to generate the camera’s output.

2.2. Linear forward model for ToF

Clearly, according to the ToF forward model above, the amplitude
and phase are non-linearly related to the correlational measurements.
For example, assume two ToF pixels p1 and p2 with corresponding
amplitude and phase of (ap1 , φp1) and (ap2 , φp2). If we combine
p1 and p2 to form a super-pixel p, the resulting amplitude and the
phase at the super-pixel is not (ap1 + ap2 , φp1 + φp2).

Using a phasor representation [18], the output of a ToF camera
can be represented as a complex matrix Y ∈ CM×N . Similarly,
we model the original scene as a complex matrix X ∈ CkM×kN (k
represents the magnification factor).

Y(p) = ape
iφp , X(P ) = AP e

iΦP , (4)

where i =
√
−1, p stands for pixel p on the ToF sensor. AP and ΦP

represent the amplitude and phase on the scene at point P .
Now, we can use this phasor representation to build the linear

measurement model from the scene to the ToF sensor.

3. MULTI-FRAME SR FOR TOF IMAGING

Let Y1, . . . ,YL ∈ CMN×1 be the phasor representations of a se-
quence of L LR frames acquired by a ToF camera, written as column
vectors. Let us assume the phasor representation of the HR frame
that we want to recover is X ∈ Ck

2MN×1 written as a column vec-
tor, where k is the magnification factor. In this work we perform SR
on the real and imaginary parts separately. To simplify the notation
we define yl ∈ {Re(Yl), Im(Yl)} and x ∈ {Re(X), Im(X)}, and
assume the following degradation model

yl = DWlx + nl l = 1, . . . , L, (5)

where D ∈ RMN×k2MN is a known downsampling matrix, Wl ∈
Rk

2MN×k2MN is a warping matrix which models the movement
between the HR image x and the HR version of l-th frame yl, and
nl ∈ RMN×1 is additive noise term. We assume that the warping
matrices Wl, l = 1, . . . , L, are not known, and they are estimated
jointly with the HR image x.

Assuming each nl, l = 1, . . . , L, represents Gaussian noise
with zero mean and the same covariance matrix given by β−1I, we
obtain the following probability distribution on the observations

p(y1, . . . ,yL|x,W1, . . . ,WL, β) ∝

βLMN/2 exp

{
−β

2

L∑
l=1

‖yl −DWlx‖2
}

(6)
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A Total Variation (TV) prior model [19] is assumed on the solu-
tion to enforce piecewise smoothness

p(x|α) ∝ αNM/2 exp

{
−α

NM∑
j=1

√
∆h
j (x)2 + ∆v

j (x)2

}
, (7)

where ∆h
j (x) and ∆v

j (x) represent the horizontal and vertical gra-
dients of x at pixel j, respectively, and α is a precision parame-
ter to be estimated. Finally, non-informative flat priors are used for
p(Wl), l = 1, . . . , L, p(α) and p(β).

Our goal is to calculate the posterior distribution of the un-
knowns given the observations, which can be written using Bayes’
rule as

p(x,W1, . . . ,WL, α, β|y1, . . . ,yL) = (8)

p(y1, . . . ,yL|W1, . . . ,WL, β)p(x|α)
∏L
l=1 p(Wl)p(α)p(β)

p(y1, . . . ,yL)
.

In this case, however, we cannot explicitly calculate p(y1, . . . ,yL)
and therefore we do not have access to the posterior distribution.
To alleviate this problem we apply the method proposed in [15]
where the posterior distribution is approximated by minimizing the
Kullback-Leibler divergence (see [15] for details). The posterior dis-
tribution is approximated as a product of probability distributions

p(x,W1, . . . ,WL, α, β|y1, . . . ,yL) ≈ q(x)

L∏
l=1

q(Wl)q(α)q(β).

(9)

By integrating with respect to Wl, l = 1, . . . , L, α and β, we find
the posterior marginal of the HR image q(x), which is a Gaussian
distribution. Finally, the HR image is estimated as the mean of q(x).
Notice that, since q(x) is a Gaussian distribution, mode and mean
coincide.

In our experiments we use a Matlab c© implementation, pro-
vided by the authors of [15], which is available in the website
http://decsai.ugr.es/pi/superresolution/software.html.

4. EXPERIMENTAL RESULTS

In this section, the proposed method is evaluated on both simulated
and real examples. In addition, we compare the performance with
the baseline method of bicubic interpolation. All experiments were
carried out on a desktop Windows c© PC with Intel c© i7 CPU and
64GB RAM running MATLAB c©.

4.1. Simulation

To demonstrate the multi-frame SR for the ToF imaging, we fist per-
form a simulation experiment. A 3D scene with ground truth depth is
chosen from the well-known Middlebury Dataset [20]. The ground-
truth dataset has 1154× 912 pixels, and we assume the low resolu-
tion measurement is 288 × 231 pixels with the magnification factor
of 4. The warping matrix is achieved by shifting in horizontal and
vertical axes and rotating the ground-truth scene. The horizontal and
vertical shifts are randomly generated with values between -10 and
10 pixels. The rotation is also randomly generated each time with
value between -7 and 7 degrees. The low resolution measurement is
produced based on the imaging model including adding warping and
down-sampling as described above, and nine LR ToF measurements
are generated and used for the multi-frame SR reconstruction. A

Gaussian noise with 30 dB SNR is added for the ToF measurements
in the simulation.

We used the reconstruction algorithm to generate the high reso-
lution image for the real and imaginary part, and then combine them
to generate the intensity and depth images. Figs. 3(a-c) show the
ground truth depth, the bicubic interpolation of the LR ToF depth,
and multi-frame SR reconstruction depth. As we can observe in the
close-up marked with red box, fine details of the ”pen tip” in multi-
frame SR reconstruction is better recovered than that in the bicubic
interpolation. The same phenomena is observed in intensity images
(Figs. 3(d-f)). More details of the letters can be observed from the
multi-frame SR intensity image (Fig. 3(f)) compared to that from the
bicubic interpolation (Fig. 3(e)).

Table 1 shows the PSNR obtained by the intensities images.
The proposed method outperforms bicubic interpolation by more
than 3 dB. To measure the error in depth images, table 1 shows the
Root Mean Squared Error (RMSE). The proposed method obtains
an improvement of almost 10 cm in depth over bicubic interpola-
tion. Computational times are also reported in table 1. We can ob-
serve the proposed method has a high computational cost compared
to bicubic interpolation. However we expect to reduce the process-
ing time by optimizing the processing algorithms and utilizing GPU
acceleration [21].

Fig. 3. Simulation results of multi-frame SR for ToF imaging
: (a) The ground truth of the scene from the Middlebury Dataset.
(b) The bicubic interpolation of one LR ToF depth measurement.
(c) The multi-frame SR reconstruction with nine LR measurements.
The colorbar shows the depth in mm. (d-f) show the ground truth,
the bicubic interpolation of one LR ToF intensity measurement,
and multi-frame SR reconstruction with nine measurements, respec-
tively. Red boxes show the close-up depth images of the ”pen tip”.
Blue boxes show the close-up intensity images of the letters.

Bicubic Proposed Method
Intensities (PSNR) 17.9 dB 21.1 dB

Depths (RMSE) 30.3 cm 20.6 cm
Time < 1 minute 15 minutes

Table 1. Figures of merits obtained by bicubic interpolation and
proposed method in simulations.

4.2. Experiments

To evaluate the proposed framework, we perform a real-world ex-
periment with an off-the-shelf ToF sensor with 320×240 pixels
(OPT8241, Texas Instrument). The ToF sensor captures 3D objects
with various distances of about 0.5m to 1m from the sensor. During
the experiment, the camera is handheld, and a video is recorded by
moving the camera. 25 frames from the recorded video are used for
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a. LR ToF measurement (320×240) b. Bicubic interpolation of LR 
measurement  (1280×960)

c. HR multi-frame Reconstruction 
(1280×960)

a1

a2

b1

b2

c1

c2

a3

b3

c3

Fig. 4. Multi-frame SR intensity image for ToF sensor: (a-c) show the original LR ToF measurement (Enlarged for visualization), the
bicubic interpolation of LR ToF measurement, and the multi-frame SR reconstruction, respectively. Twenty-five LR ToF measurements are
used for the SR reconstruction. Color boxes show closeup images of objects at different locations correspondingly.

a. LR ToF measurement (320×240) b. Bicubic interpolation of LR 
measurement  (1280×960)

c. HR multi-frame Reconstruction 
(1280×960)

a1 a2 b1 b2 c1 c2

D
ep
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m
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a3 b3 c3

a4

b4

c4

Fig. 5. Multi-frame SR depth image for ToF sensor: (a-c) show the original LR ToF measurement (Enlarge for visualization), the bicubic
interpolation of LR ToF measurement, and the multi-frame SR reconstruction. Twenty-five LR ToF measurements are used for the SR
reconstruction. Color boxes show closeup images of objects at different locations correspondingly. The colorbar shows the depth information.

the multi-frame SR reconstruction. We use the TV reconstruction
algorithms for the reconstruction with results shown in Figs. 4 and 5.

Figs. 4(a-c) show the original LR ToF measurement, the bicubic
interpolation, and the multi-frame SR reconstruction, respectively.
The color boxes show three closeup images from objects at different
locations to the sensor, and more details can be seen in Fig. 4(c). For
instance, letters of ”SHOT” on the mark cup can be clearly visual-
ized in Fig. 4(c3), but hardly to differentiate in Fig. 4(b3) or (a3).

In the depth images, fine details in multi-frame SR reconstruc-
tion (Fig 5(c)) can be visualized compared to that in LR ToF mea-
surement (Fig 5(a)) and in the bicubic interpolation (Fig. 5(b)). For
example, branches of the flower (marked with red dash circle) in
Fig. 5(c1) can be fully visualized but failed in Figs. 5(a1 and b1).
Another example is tips of the little stick in close-up images (pur-
ple dash boxes) of Figs. 5(a3, b3, c3). We can see the sharp tip
in Fig. 5(c4), but fail to see its shapes in Figs. 5(a4 and b4). The

same phenomena can be observed in Fig. 5(c2) compared to that in
Figs. 5(a2 and b2).

5. CONCLUSIONS

Current ToF sensors have low spatial resolution compared to regu-
lar CCD/CMOS sensors due to fabrication limitations. In this work,
we have proposed a novel method to improve the spatial resolution
of ToF images. To summarize, we have expressed the ToF imaging
as a complex-output imaging model with phasor resulting in a lin-
ear forward measurement model. We then extended the multi-frame
SR technique to our model and optimized the intensity and phase
information jointly. Higher spatial resolution in intensity and depth
images are both achieved in the reconstruction images. We believe
this provides a simple solution to improve the spatial resolution of
ToF sensors.
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