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ABSTRACT

Performance of biometric systems is highly dependent on the
quality of the input samples captured by the sensing device.
Although measures are taken for capturing high quality im-
ages, but the authentication system mandates the analysis of
captured images for selection of precise data. The benefit of
such an analysis are two-fold; it helps to identify the best sam-
ple, and is useful for improving the sensor design, user in-
terface for sample collection and providing data interchange
standards. In this work, we propose to analyse the quality of
the sample data by using a two-stage fuzzy quality evaluation
system. The proposed work has been demonstrated on the iris
images using CASIA− 3.0 Interval, CASIA− 4.0 Interval
and IIT Delhi iris database. We evaluate the quality of the
images by classifying them into classes. The experimental
results verify the efficacy of the proposed method.

Index Terms— Biometric Quality, Fuzzy System, Local
Quality Feature, Global Quality Feature

1. INTRODUCTION

Regardless of all the efforts taken to capture high quality bio-
metric samples, it becomes mandatory to analyse the qual-
ity of a scanned data for precise extraction of biometric fea-
tures. It is because biometric recognition system’s perfor-
mance does not entirely depend on its recognition algorithm
or sensor technology used but both. Recognition algorithm
takes images as input and works accordingly with no toler-
ance to artefacts. While, the sensors only captures images
without analyzing its quality. Therefore, for the recognition
systems to work effectively biometric sample quality analysis
is necessary. Further, this can also be benefiacial in improving
the performance of spoof detection systems [1].

Traditional approaches to evaluate the performance of a
biometric system generally focuses at the system level [2, 3].
Although these approaches have effectively evaluated emerg-
ing technologies, new biometric modalities, and algorithm re-
visions, but, the focus on system-level evaluations have over-
looked the issues present at the ground level (that is, sample
collection). To tackle the issues related to quality of biometric

sample several concerted efforts have been made with respect
to: a) global features and b) local features.

Daugman and Downing [4] analysed the effect of mo-
tion and image compression of iris sample and verified its
performance for identification purposes. Hugo Proença in
[5] proposes a method to assess the quality of visible wave-
length (VW) iris samples using focus, motion, angle, occlu-
sions, area, pupillary dilation, and levels of iris pigmentation
as quality estimation factors. Chen et al. [6] used the strength
of ridges as global features to evaluate the quality of finger-
print images. Automatic fingerprint matching approach was
proposed in [7] by analysing the image quality. In the same
line, face quality analysis helped in decreasing uncertainty of
identity for a given sample. Further, quality analysis helped
in prediction of relevant classes. Kalka et al. [8] carried out
the measurement of various degradations known to affect iris
recognition through quality analysis. Confidence of generat-
ing reliable matching scores from the user templates was also
made possible through the quality analysis of Knuckles [9].
Besides, some authors proposed a general feature selection
framework for identifying degree of extractability of features
[10].

Although, the existing approaches help in estimating the
quality of the complete image, but the overall computational
complexity of the system becomes very high. Thus, to speed
up this process it is necessary that the quality analysis is done
in two stages. In the proposed approach we develop a no-
reference biometric quality prediction system with low com-
putational complexity. We propose a two step approach which
classify the images on the basis of their quality. Efficacy of
the proposed approach has been demonstrated by applying the
proposed approach over iris sample data.

2. PROPOSED APPROACH

The performance of biometric systems suffer due to the usage
of poor quality images which suppresses the effective fea-
tures. The gap between collection of useful images and the
extraction of effective features can be bridged if the quality
of the captured images is analysed before feature extraction
step.
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As a feasible solution to the above-mentioned issue, we
propose a quantitative quality assessment strategy which
helps in selecting the useful images. The proposed approach
assists in quick quality assessment of the scanned image,
thereby helps in quick decision making of accepting or re-
jecting the sample.

In the preliminary screening, a quality score (global qual-
ity score) is calculated which is compared with the pre-
defined threshold, tIQ. If the quality score is greater than
the threshold value then the scanned image is accepted oth-
erwise rejected. An accepted image is further segmented to
extract region of interest (ROI). The quality score (local qual-
ity score) of specific (precise) region is evaluated. Finally,
based on the obtained quality score of sample, the image is
categorized into classes.

3. EXPOSITION OF THE PROPOSED MECHANISM
ON IRIS DATA

There are several factors that determine the quality of an
iris image and when each of these factors is within a pre-
defined threshold/range, the iris image can be said to be of
high quality. The proposed quality evaluation methodology
works in two stages: a) Pre-segmentation stage and b) Post-
segmentation stage. The overview of the proposed quality
evaluation approach is shown in 1.

The factors contributing to the quality of an iris image be-
fore segmentation are called global quality features and those
after segmentation are local quality features. In this work,
the considered global quality features are focus [11], interlac-
ing [12] and blur [13] whereas, local quality features consists
of occlusion [14], dilation [15], displacement [16], lighting
variation [8].

Fig. 1: Overview of the iris quality estimation and classifica-
tion

3.1. Pre-segmentation stage

Quality of the iris images are analysed to evaluate the pres-
ence or absence of artefacts arising due to defocus, blur
or interlacing. The individual score of focus, blur and
interlacing is taken in the range of 0 to 100 and are com-
bined using fuzzy rules. Here, it is noteworthy to mention

that the fuzzy sets of the considered variables follow triangu-
lar membership function.

For defining the ranges of fuzzy states for each quality
parameter, we have used 50% of the database images and in-
duced blur, defocus and interlace errors upon them. There-
after, from these degraded images the considered quality pa-
rameters are evaluated. Using the evaluated parameters, qual-
ity score is calculated; and based on this score the fuzzy state
is identified. Overview of the proposed fuzzy model for the
pre-segmentation stage is shown in Figure 2.

Fig. 2: Quality assessment in pre-segmentation stage

Input variables: The input variables (i.e., Focus(F ),
Blur(B), Interlace(I) are in the range of 0 to 100. All
these variables are divided into four fuzzy states as shown in
Table 1. It is worthy to note that, an image is said to be of
good quality iff it has high focus score, low blur score and
low interlace score.

Table 1: Pre-segmentation stage fuzzy input values

Levels
Low (L) Medium (M ) High (H) Very High (V H)

Focus [0 0 40] [32 46 60] [52 66 80] [72 100 100]
Blur [0 0 20] [5 22 40] [30 50 70] [55 100 100]

Interlace [0 0 20] [5 22 40] [30 50 70] [55 100 100]

Fuzzy rule base: The details about the various rules in-
volved in our proposed fuzzy system are tabulated in Table
2.

Table 2: Rule-base of pre-segmentation stage

S. No. Input Features OutputFocus Blur Interlace
1 L - - Reject
2 H L L/M Accept
3 H L H/VH Reject
4 H M L Accept
5 H M M/H/VH Reject
6 M L L Accept
7 M L M/H/VH Reject
8 M M - Reject
9 - H/VH - Reject

10 VH L L/M Accept
11 VH L H/VH Reject
12 VH M L/M Accept
13 VH M H/VH Reject

Output: Output of the pre-segmentation fuzzy system
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gives decision regarding accepting or rejecting an image
from further processing. The acceptable images first un-
dergo the segmentation stage which is followed by the post-
segmentation stage where images are classified into different
classes.

3.2. Segmentation

From the acceptable images, the ROI is identified for the pro-
cess of feature extraction. For this, the iris localization algo-
rithm [17] is used which aims to find the centers and the radii
of the two boundaries to isolate the annular iris region from
the entire eye image.

3.3. Post-segmentation stage

Here, we identify whether the iris features can be effec-
tively extracted from the ROI. The quality features, namely,
occlusion, dilation, displacement and lighting variation
are evaluated and the overall scores obtained from them is
used to classify the images amongst the four classes as good,
medium, bad or worst. Overview of the post-segmentation
stage is diagrammatically shown in Fig 3.

Fig. 3: Quality assessment in post-segmentation stage

Input: The considered input variables (i.e., occlusion,
dilation, displacement and lighting variation) are in the
range of 0 to 100. They are divided into four fuzzy states:
low(L) (0 0 30), medium(M ) (20 35 50), high(H) (40 55 70),
very high(V H) (60 100 100).

Fuzzy rule base: The various fuzzy rules involved to clas-
sify images in the post-segmentation stage are tabulated in
Table 3.

Output: Output of the fuzzy model classifies the images
into one of the four classes based on how effectively the iden-
tifying features can be extracted from the images.

4. EXPERIMENT

4.1. Experimental setup

All image categorization and matching (inter/intra class) ex-
periments are performed using Matlab 2016a on a PC having

Table 3: Rule-base of post-segmentation stage

S. No. Input Features Output
Occlusion Dilation Displacement

Lighting
Variation

1 L L L/M - Good
2 L L H/VH - Medium
3 L M L Good
4 L M M Medium
5 L M H L/M Medium
6 L M H H/VH Bad
7 L M VH L/M Medium
8 L M VH H/VH Bad
9 L H - - Bad

10 - VH - - Worst
11 M L L Good
12 M L M Medium
13 M L H L/M Medium
14 M L H H/VH Bad
15 M L VH L/M Medium
16 M L VH H/VH Bad
17 M M L/M - Medium
18 M M H/VH - Bad
19 M H - - Bad
20 H M - - Bad
21 H H - - Worst
22 VH - - - Worst

an Intel i5 processor (3.20 GHz), 4 GB memory. Three iris
databases namely, CASIA 3.0 [18], CASIA 4.0 [19] and IIT
Delhi Iris Database [20] have been used for performing the
experiments. Details about the databases are given in Table 4.

Table 4: Iris datasets used in experiments

Database Version Total
Images

Total
Subjects

Training
Images

Testing
Images Band Resolution

CASIA
V 3.0-
Interval
[18]

2639 249 (×2)
1320

(1-116L)
1319

(116R-249) NIR 320 × 280

CASIA
V 4.0-
Interval
[19]

2639 249 (× 2)
1320

(1-116L)
1319

(116R-249) NIR 320 × 280

IITD [20] V 1.0 2240 224 (× 2)
1120

(1-112)
1120

(113-224) NIR 320 × 240

5. RESULT AND DISCUSSION

The efficacy of the proposed approach has been verified by
testing it on the mentioned databases (refer 4.1). Based on
the obtained results, the classification accuracy has been ana-
lyzed.

5.1. Accuracy of classification

Biometric quality metrics are used for predicting the match-
ing performance of the biometric sample. In this work, the
d-prime index has been calculated to predict the matching
performance. The formula of d-prime index [16, 21] for es-
timating the overall quality (QSX ) of a sample X is given in
Eq. 1

QSX =
m(Imp.Scores)X −m(Gen.Scores)X

var(Imp.Scores)X + var(Gen.Scores)X
(1)
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(a) (b)

Fig. 4: Confusion matrix for (a) CASIA-4.0-Interval and (b)
CASIA-3.0-Interval database

where, m(.)X and var(.)X are the mean and variance of
genuine and imposter scores formed by involving the sample
X . The accuracy of the proposed quality estimation tech-
nique with respect to d-prime index is shown with the help of
confusion matrices (refer Fig. 4 and 5).

Fig. 5: Confusion matrix for IITD database

Next, we perform the matching operation for every class
and evaluate the EER using Gabor Energy features [22] to
indicate the overall performance of the biometric system.
The system performance is considered to be more accurate if
it gives a lower EER value (see Table 5). To calculate EER,
we have evaluated False Non-Match Rate (FNMR) and False
Match Rate (FMR) and plotted them separately for each
database to obtain the respective Detection Error Tradeoff
(DET) curves.

Table 5: EER of different classes of images over different
databases

Database EER (in %)
Good Medium Low Worst

CASIA 3.0-
Interval [18] 0.01605 0.09534 0.1208 0.173

CASIA 4.0-
Interval [19] 0.00263 0.0913 0.0624 0.105

IITD [20] 0.00437 0.0455 0.0810 0.255

From the plotted DET graphs, it can be noted that for
all databases the EER for good quality images is quite low
and subsequently the EER increases as the image quality de-
creases (refer Fig. 8). From the obtained result, it is quite
prominent that for recognition, evaluation of image quality is
necessary for effective performance of the system.

Fig. 6: DET curve of CASIA-4.0-Interval database

(a) (b)

Fig. 7: DET curve of (a) CASIA-3.0-Interval and (b) IITD
database

Fig. 8: Bar chart representing EER for classified and non-
classified images

6. CONCLUSION

Now-a-days biometric imaging sensors are being widely used
by several organizations to increase the level of security and
also to protect their data and copyrights. However, quality
measurement of the captured images are an operationally im-
portant and difficult problem that is nevertheless massively
under researched in comparison to the primary feature extrac-
tion and pattern recognition tasks. In this paper, we enumer-
ated a technique for easy and fast computation of quality score
from a sample. We propose a two stage fuzzy approach to
make a quantitative assessment of iris images. The proposed
work is believed to show high potential for selection of best
quality images for improving performance of iris recognition
systems. Future work will focus on improving the estimation
techniques for the described quality factors and experiment-
ing with the new measures of quality scores.
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