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ABSTRACT

In general, the viewing experience of stereoscopic panoramas
heavily relies on the accuracy of perceived depth information.
However, most of existed stereoscopic panorama stitching
methods always focus on the improvement, refinement, and
correction during the image alignment or panorama stitching.
The impairment to the depth information introduced by later
steps is rarely under consideration. Thus, we propose one
general post-stitching depth correction technique based on
sparsely detected control points. The proposed depth correc-
tion can be divided into two steps. The global one aims at
minimizing the average depth error by adjusting the relative
poses of two panoramas. Then, the local step tries to relieve
those regions-based depth issues with the morphing tech-
nique. For those regions that still suffer from visible depth
error after the global correction, we select control points in
those depth anomaly patches and utilize the Thin-Plate-Spline
technique to warp those features into their target position. To
demonstrate the robustness of the proposed depth adjustment
technique, various experiments are conducted under different
camera arrangements and scenarios. The result indicates that
the stereoscopic panoramas after proposed depth adjustment
could deliver more reasonable depth information and bring a
better viewing experience.

Index Terms— Stereoscopic Panorama, Commonly-
identified Feature, Visual Saliency Index, Target Disparity
Map, Thin-Plate-Spline

1. INTRODUCTION

As the extensive investigations in high-quality stereoscopic
panorama generation and widespread usage of VR display
equipment, the comfortable immersive visual experience of
real-world scenes are always expected by the audiences. The
criterion for stitching quality of stereoscopic panoramas not
only includes the misalignment, stitching errors and object
distortion but also relies on the accuracy of the depth informa-
tion. Although many complicated techniques and hardware-
orientated solutions are proposed to handle the depth control
problem [1, 2, 3, 4], most of the correction, refinement, and

adjustment are operated before or in the panorama genera-
tion process. Those later introduced depth disturbing, such
as inconsistent blending seams and panorama straighten, are
always ignored. Thus, the goal of this study is to provide
an efficient general post-stitching depth correction strategy
that could minimize depth error and stereo inconsistency with
sparsely sampled depth information.

This paper presents a two-step depth correction strategy to
correct the perceived depth into a comfortable range. Based
on the well-matched commonly-identified feature set from in-
put images, we firstly operate the global translation to adjust
the relative pose between left and right view panorama. The
fitted translation vector, which causes the minimal stereo in-
consistency, can ensure the majority of pixels in the stitched
panoramas correctly deliver depth information. Then, we uti-
lize Thin-Plate-Spline warping method to fix all the notice-
able depth error in small regions after the global correction,
according to the target disparity map from the input rectified
image.

2. RELATED WORKS

Traditional monocular panorama stitching methods cannot
handle stereo consistency well due to its lack of depth in-
formation utilization [5, 6, 7]. Therefore, recently proposed
stereoscopic panorama generation methods provide various
solutions to alleviate the stereo visual discomfort caused by
the inaccurate depth information [3, 4, 8, 9]. Based on the
rotation of cameras in a circular trajectory or static radial
camera array, the omnistereo projection method [1] and it
extended methods [4, 10, 11, 12] usually implement depth
adjustment operation by careful selection of corresponding
left and right view strips. While Richardt et al. [2] proposed
to make compensation to the vertical disparity before stitch-
ing by projecting undistorted input images onto a cylindrical
imaging surface. Zhang and Liu also extended a spatially
varying warping method [13] to warp the input images under
the guidance of well-stitched dense disparity map [3]. How-
ever, all above depth control strategy is highly correlated to
its own unique hardware setup and stitching algorithm, which
indicates the difficulty in generalization and extension. Thus,
we intend to propose one general depth correction strategy
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that can fit different camera arrangements, captured scenarios
and panorama generation methods. The whole depth adjust-
ment process can only depend on the input rectified image
pairs and originally stitched stereoscopic panoramas.

3. PROPOSED DEPTH ADJUSTMENT

3.1. Global Depth Adjustment
The first correction step can be interpreted as global registra-
tion between the left and right panorama. We wish to adjust
the output panoramas with a translation vector < dv, dh >
for better global depth perception. For simplicity, we explain
its details in the stitching task for only two pairs of input im-
ages, {L1, L2, R1, R2}. The basic unit we used for global
depth correction is called commonly-identified feature(CIF),
which refers to the same corner, edge, or region observed and
precisely described by all of the adjacent camera views. The
technique for detection and construction of the CIF in [14]
is directly utilized here. Thus, for the two pairs of images,
we can produce one corresponding commonly-identified fea-
ture set S = {di,1, di,2, di,3, di,4; i = 1 : N}. In the ideal
case, those features’ final projection position in the output
panorama is expected to provide identical depth information
as what we perceive from the input images. Then, two corre-
sponding stereo consistency errors can be defined as:

Ev(i) = |d
′

i,1.y − d
′

i,3.y|+ |d
′

i,2.y − d
′

i,4.y| (1)

Eh(i) = |(d
′

i,1.x− d
′

i,3.x)− (di,1.x− di,3.x)|

+ |(d
′

i,2.x− d
′

i,4.x)− (di,2.x− di,4.x)|.
(2)

In the above two equations, di,1, di,2, di,3, and di,4 are the ith
four matched features in the commonly identified set S. The
primed symbols d

′

i,1, d
′

i,2, d
′

i,3, and d
′

i,4 are their correspond-
ing features in the generated panorama. Additionally, di,1.x
and di,1.y represent the feature’s center point position.

Thus, the stereo consistency errors after the translation
operation with dv and dh turn to be:

Eg
v (i, dv) = |d

′

i,1.y+dv−d
′

i,3.y|+ |d
′

i,2.y+dv−d
′

i,4.y| (3)

Eg
h(i, dh) = |(d

′

i,1.x+ dh − d
′

i,3.x)− (di,1.x− di,3.x)|

+ |(d
′

i,2.x+ dh − d
′

i,4.x)− (di,2.x− di,4.x)|.
(4)

The global depth correction can be formulated as the opti-
mization problem to fit two motion scalars d̂v and d̂h that
cause the minimal stereo consistency errors for all commonly
identified features in set S:

d̂v = argmin
d∈R

N∑
i=1

viE
g
v (i, dv) (5)

d̂h = argmin
d∈R

N∑
i=1

viE
g
h(i, dh) (6)

Weight vi indicate visual saliency index of the corresponding
commonly-identified feature [15, 16], which characterize the
visual importance of features. The corporation of saliency
weights can force the fitted translation care more about those
features which attract more attention from viewers.

Two cropped stereoscopic panoramas in red-cyan anaglyph
are stated in Figure 1. In the right panorama, we can see the
vertical disparity issue after the global translation is nearly
eliminated. The horizontal disparity of bicycle and shovel are
also adapt to one reasonable range that delivers correct depth
information.

(a) Before Global Correction (b) After Global Correction

Fig. 1. Comparison before and after global depth correction

3.2. Local Depth Adjustment

Whereas the global correction can largely relieve the viewing
discomfort, we can always find some tiny artifacts in its cor-
rected result. To remove these undesirable issues, one Thin-
Plate-Spline(TPS) based morphing method is proposed to fix
the region of the interest under the guidance of target dispar-
ity map. Without losing the generality, we consider the right
view panorama with better monocular stitching quality as the
reference and perform TPS warping at left view panorama in
the following discussion.

(a) Original position (b) Expected position

Fig. 2. expected position of sampled control points

3.2.1. Control Point Generation

Operation of TPS warping requires two equally sized corre-
sponding point-sets in the areas with depth anomaly. The re-
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gion of the interest is usually manually labeled for depth cor-
rection and denoted as GL and GR respectively. Afterward,
one group of control points {PL

i,j} can be detected and ex-
tracted from the left view ROI, where i is the index for the
sampled pixel and j is the index for ROI. Given the projec-
tion matrix H , which describes the geometrical transforma-
tion from the camera view to the panorama view, we utilize
its inverse function to obtain the position of the corresponding
point at the input rectified image coordinate. According to the
target disparity map from input images, the expected disparity
of those sampled control points can be computed easily. Thus,
the expected position of control point after the local warping
can be defined as:

P̂L
i,j .x = PR

i,j .x+Disp(H−1(PL
i,j .x, P

L
i,j .y))×R (7)

P̂L
i,j .y = PR

i,j .y. (8)

In the above equations, PL
i,j .x, PL

i,j .y, PR
i,j .x and PR

i,j .y repre-
sent the position of selected control point in the left and right
view panorama. The hatted symbols P̂L

i,j .x and P̂L
i,j .y refer

to the expected position of the sampled control points in the
left view panorama. Besides, H−1 is the inverse of projection
matrix, Disp is the disparity map from rectified image pair
and R is the ratio of pixel per degree between panorama view
and camera view.

In the example depicted in Figure 2, the blue stars in the
fist sub-figure mark the position of the sampled control points
and the red stars in the second sub-figure indicate their ex-
pected position with correct depth.

3.2.2. Depth Awared TPS Warping

The standard TPS [17] can fit one mapping function, Φ, be-
tween the two equally sized corresponding point-sets, A =
{xa, ya} and B = {xb, yb}, with minimal bending energy:

Etps(Φ) =
M∑
i=1

||vi − Φ(xa,i, ya,i)||2

+

∫∫
R

[(
∂2Φ

∂x2
) + 2(

∂2Φ

∂x∂y
)2 + (

∂2Φ

∂y2
)] dx dy

(9)

In our case, we set vi equal to the target coordinates (xb, yb)
in turn to obtain two continuous transformation for x and y
coordinate respectively. Point set A is defined as the original
control point PL

i,j andB refers to the corresponding point P̂L
i,j

at expected position. According to the proof in reference [18],
the unique minimizer, Φ, is parameterized as follows:

Φ(x, y) = γ1+γ2∗x+γ3∗y+
M∑
i=1

wiU(|(xa,i, ya,i)−(x, y)|)

(10)

U(r) =

{
r2 ln r r > 0

0 r = 0
(11)

Therefore, we intend to find the coefficients [w|γ1, γ2, γ3] in
mapping function Φ. In order for Φ to have square integrable
at second derivatives, we require that

M∑
i=1

wi =

M∑
i=1

wixa,i =

M∑
i=1

wiya,i = 0. (12)

Together with the exact interpolation conditions, Φ(xa,i, ya,i) =
vi, this produces a linear system as follows:[

K P
P T O

] [
w
γ

]
=

[
v
0

]
, (13)

whereK,P , andO are submatrices

Ki,j = U(|(xa,i, ya,i)− (xa,j , ya,j)|)

PM×3 =


1 xa,1 ya,1
1 xa,2 ya,2
...

...
...

1 xa,M ya,M


O3×3 =

 0 0 0
0 0 0
0 0 0

 ,
(14)

and w,γ, and v are column vectors, which stand for TPS
coefficients and target data value respectively Then, we can
obtain the TPS interpolation coefficients as:[

w
γ

]
=

[
K P
P T O

]−1 [
v
0

]
. (15)

Once TPS coefficients [w|γ1, γ2, γ3] is computed, we use the
TPS equation (10) to find the expected position for those un-
sampled points in the ROI. After all pixels in the ROI have
been projected into their new position via the TPS coeffi-
cients, we will obtain the adjusted ROI with correct depth
information. In Figure 3, sub-figure (a) is the unwrapped
ROI with control points at their expected position. Then,
sub-figure (b) shows the warped ROI after projection of all
pixel under TPS coefficients. Finally, the sub-figure (c) is the
warped ROI after all black holes have been filled via nearest
neighbor interpolation.

(a) (b) (c)

Fig. 3. Thin-Plate-Spline warping

2284



Horizontal Dist Vertical Dist
Before After Before After

Atrium 1.62px 1.41px 1.15px 1.12px
Basement 2.69px 0.67px 1.89px 0.84px
Campus 2.13px 2.02px 1.53px 1.53px
Rampart 28.87px 1.81px 1.79px 1.19px

Barcelona 1.96px 1.54px 2.30px 2.23px
Classroom 1.30px 1.27px 3.89px 1.58px
Village-a 1.62px 1.41px 1.15px 1.12px
Village-b 1.40px 1.29px 1.21px 1.11px
Village-c 1.35px 1.30px 1.05px 1.02px

Living-room-a 1.09px 0.91px 1.96px 1.94px
Living-room-b 0.68px 0.59px 1.73px 1.65px

Table 1. Depth error before and after global correction

(a) Expected disparity map (b) Selected ROI

(c) Before correction (d) Globally corrected (e) Locally corrected

Fig. 4. Disparity Map before and after correction

4. EXPERIMENTS
4.1. Experiment Setup
To validate the effectiveness and robustness of our proposed
depth correction technique, we employ the feature-based
stereoscopic panorama stitching framework [19] as the base-
line. In the panorama generation process, vlfeat [20] lib is
used for SIFT detection and Enblend [21] is the panorama
blender. All stitched panoramas are scaled to 12000 by 6000
pixels for 360◦× 180◦. Each local region is manually labeled
as 400 by 400-pixel rectangle and there are 400 control points
uniformly sampled for each local region warping.

4.2. Visual Comparison
One instance in Figure 4 visually demonstrates improvement
to the perceived disparity map. Sub-figure (a) is the full-
size target disparity map estimated from input rectified im-
age pairs, and sub-figure (b) is the cropped version for the

Horizontal Dist Vertical Dist
Before After Before After

Atrium 2.78px 1.93px 1.13px 1.12px
Basement 3.40px 1.10px 1.10px 0.89px
Village-a 1.95px 0.65px 1.08px 1.05px
Village-b 1.70px 0.63px 1.23px 1.04px
Village-c 1.85px 0.57px 1.10px 1.08px

Living-room-a 2.70px 1.58px 2.03px 1.94px
Living-room-b 2.10px 1.47px 1.87px 1.86px

Table 2. Depth error in ROIs before and after local correction

selected ROI. Sub-figure (c), (d) and (e) shows the measured
disparity map of ROI before global correction, after global
correction and after local correction, respectively. It’s evident
that the global correction shifts the overall disparity value of
ROI into the range more similar to the target map. Besides,
the perceived disparity value of the human’s right arm, which
is marked with the red rectangle, is also corrected.

4.3. Numerical Comparison
Both of camera-captured and synthetic data are tested to
quantify the improvement of our proposed depth correction to
the original stitching result. Considering disparity map from
input rectified image pairs as ground truth and uniformly sam-
pled features as testing control points, the difference between
the perceived depth of testing control points from stereo-
scopic panoramas and expected depth from ground truth is
then used as the metric to evaluate the performance of depth
adjustment. The pixel-level depth error for global and local
correction are stated in Table 1 and Table 2 respectively. The
testing data-set includes four frames of real-captured outdoor
scenarios, two frames of synthetic indoor scenarios and five
animations. Missing of several static camera-based data-sets
in Table 2 indicate no local depth anomaly region found.
The depth error recorded in tables is the average of 30 frame
panorama in each animation data-set, while sometimes the
pixel-wise metric fails to characterize the improvement for
human visual perception to depth.

5. CONCLUSION
In this paper, we presented a general depth correction strategy
in the stereoscopic panorama generation system. Given the
well-matched commonly-identified features from input image
pairs, we consider one of the stitched stereoscopic panoramas
as the reference and globally shift another one for minimal av-
erage depth error globally. Those areas with local noticeable
depth issues are then labeled and fixed with Thin-Plate-Spline
warping under the guidance of sparse target disparity map.
Extensive simulations under different scenarios are tested to
prove the effectiveness and robustness of our method.
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