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ABSTRACT

Spherical cameras, which can acquire all-round information,
are effective to estimate rotation for robotic applications.
Recently, Convolutional Neural Networks have shown great
robustness in solving such regression problems. However
they are designed for planar images and cannot deal with
the non-uniform distortion present in spherical images, when
expressed in the planar equirectangular projection. This can
lower the accuracy of motion estimation. In this research, we
propose an Equirectangular-Convolutional Neural Network
(E-CNN) to solve this issue. This novel network regresses 3D
spherical camera rotation by uniformizing distorted optical
flow patterns in the equirectangular projection. We experi-
mentally show that this results in consistently lower error as
opposed to learning from the distorted optical flow.

Index Terms— Spherical camera, distortion, optical flow,
CNN, rotation estimation

1. INTRODUCTION

Camera-based rotation estimation is essential for robotic
applications like visual compassing [1], structure from mo-
tion [2], and visual odometry [3]. As opposed to perspective
cameras, spherical cameras can acquire information from a
much wider area. This spherical camera property has been
shown to improve accuracy of motion/pose estimation [4].

Recently, Convolutional Neural Networks (CNNs) have
shown powerful abilities even in complex regression prob-
lems such as camera motion estimation [5, 6, 7] and cam-
era relocalization [8]. Particularly, they show great potential
in estimating camera motion against different environmental
conditions in a robust manner by learning from a large amount
of data, whereas a conventional feature-based approach may
fail due to the features (points, lines, etc.) being designed for
specific types of scenarios. However these learning-based ap-
proaches work only on planar images. This is because CNNs
depend on the convolution operation which is designed for
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Fig. 1. Spherical images, when expressed in the equirectan-
gular projection, contain distortion, especially towards the top
and the bottom.

planar matrices on uniform grids. Since spherical cameras ac-
quire images projected on a spherical surface, it is difficult to
construct a uniform grid. Spherical images can be expressed
as planar equirectangular images at the cost of non-uniform
distortion, as shown in Fig. 1. Typically, it is expected that
since spherical images contain information from all direc-
tions, they can be rotated to any orientation without any effect
on the image data. However, this is not true for the equirect-
angular projection due to the non-uniform distortion, which
can make it difficult to learn from equirectangular images.

In this research, we solve this issue via a novel network
which we call the Equirectangular-Convolutional Neural
Network (E-CNN) which can regress the 3D rotation of a
spherical camera by uniformizing the effect of the distor-
tion. Specifically, we estimate the 3D rotation between two
spherical image frames by the uniformization of distorted
dense optical flow patterns. The reason for using dense op-
tical flow is because it has been shown to induce less scene
dependency [7] as compared to directly using the intensity
values.

2. RELATED RESEARCH AND OUR APPROACH

There are many approaches in literature that attempt to deal
with the distortion of spherical images. Spherical SIFT [9, 10]
constructs a scale space directly on the spherical surface. A-
KAZE [11] is a popular feature descriptor that is robust to
distortions via the creation of a non-linear scale space.

There have also been attempts at introducing uniform
grids for spherical images [12, 13] via interpolation, which
could potentially work with CNN-based approaches. Spher-
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ical convolution [14, 15] has also been attempted. However,
the above approaches are still in their infancy and are too
computationally heavy for use with the thousands of opera-
tions that take place during the CNN learning process.

Other techniques attempt to work with equirectangular
images while keeping spherical image geometry in mind.
In [16], the authors attempt to learn distance from spherical
images in the equirectangular projection. They reason that
the yaw orientation of the camera should not affect distance.
Accordingly, they use roll-branching to redistribute the infor-
mation around the yaw axis during the learning and nullify
its effect. In a similar light, [17] pitch rotates spherical im-
ages and picks features from the central region during each
rotation, in order to avoid distorted parts. [18] also attempts a
stereo rectification within the equirectangular projection for
depth-based motion estimation.

In this research, we focus on the use dense optical flow to
do so as it has been shown to have low scene dependency. Due
to the distortion, the optical flow patterns in the equirectangu-
lar projection are non-uniform. We handle this distortion by
uniformizing the optical flow patterns via rotation of spherical
images, which can be done without losing any information.

3. E-CNN: OPTICAL FLOW PATTERNS
UNIFORMIZATION NETWORK

The inputs to our method consist of two spherical image
frames with some rotation between them. We construct E-
CNNs to learn the dense optical flow patterns with respect to
3D rotation angles. As mentioned earlier, the distortion of
the equirectangular image affects dense optical flow patterns.
This can be understood as follows. On the spherical projec-
tion, roll, pitch, and yaw rotations are equivalent. However,
on the equirectangular projection, the optical flow due to
yaw rotation shows straight lined patterns, whereas roll and
pitch rotations show curved patterns, as shown in Fig. 2. In
other words, for equivalent spherical camera rotations, the
optical flow patterns appearing on the equirectangular image
would be a mixture of the lined and curved patterns. This
non-uniformity in the optical flow patterns is difficult to learn
and can interrupt accurate estimation.

We uniformize these patterns in order to make learning
easier. This is done by taking advantage of the fact that
spherical images contain information from all directions and
can hence be rotated to any desired orientation. The E-CNN
(Equirectangular-Convolutional Neural Network) consists of
2 networks: the uniformization network, that uniformizes the
patterns, and the feature extraction network, that regresses
the rotation, as shown in Fig. 4.

The uniformization network takes the two image frames
as input and rotates them in the directions of roll and pitch by
90 degrees, in order to generate two additional image pairs.
Then, it calculates the dense optical flow for every frame pair -
the original (non-rotated), roll-rotated, and pitch-rotated. This
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Fig. 2. Lined optical flow patterns for yaw rotation (top).
Curved optical flow patterns for roll and pitch rotations (bot-
tom).

Fig. 3. Equirectangular optical flow uniformization: roll-
rotated optical flow (top), original optical flow (middle), and
pitch-rotated optical flow (bottom).

essentially results in equalizing the proportion of the lined
and curved optical flow patterns for all rotations. The state
of the uniformized optical flow patterns is shown in Fig. 3.
Every optical flow has 2 channels, expressing the horizontal
and vertical components, creating 6 channels in total.

The next part of the network is the feature extraction
network that regresses 3D rotation via an end-to-end CNN.
The feature extractor has the following blocks: conv1/2/3[64],
pool1, conv4/5/6[128], pool2, conv7/8/9[256], pool3, conv10/11
/12[512], pool4, fc[1024], fc[4]. The notation conv[c] is a con-
volution layer with c filters of size 3 × 3 with stride 1 × 1
and a ReLU [19] activation layer, pool is a max-pooling layer
of size 2 × 2 with stride 2 × 2, and fc[n] is a fully-connected
layer with n nodes.
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Fig. 4. E-CNN Structure: The Uniformization network rotates the images to uniformize the optical flow patterns. The Feature
Extraction network takes the uniformized optical flow as input and regresses the 3D rotation.

Weights are updated using the euclidean distance between
the ground truth and the estimated value, with the following
loss function:

L(I) = ∥∆q̂ −∆q∥2. (1)

The loss function represents the L2 error between the
ground truth ∆q̂ and the estimated value ∆q on the unit
sphere in quaternion space. The input to the network is the
6-channel uniformized optical flow I .

We refer to this as E-CNN because it works completely
within the equirectangular projection. In the next section, we
verify the effectiveness of this proposed network via training
and testing in different conditions and environments.

4. EXPERIMENTAL VERIFICATION

Experiments to verify the effectiveness of the proposed net-
work were conducted on data gathered via both simulation
and real (indoor/outdoor) environments. For dense optical
flow calculation, we used the DeepFlow [20] method.

For the simulation environment, the Blender software was
adopted, and an urban environment (obtained from [4]) was
used. The dataset construction consisted of 3 steps. Firstly, 10
scenes (no. 1–10) were set for training and another 10 scenes
(no. 11–20) for validation and testing. Each scene indicates
a particular point in the simulation environment from where
spherical equirectangular images of resolution of 200×100
pixels were generated. The initial pose of each training sam-
ple was randomly set in order to provide a generality to the
learning. In addition, the rotation from the initial pose was
limited to 0 to 10 degrees in each axis (roll, pitch, and yaw)

in order to ensure that optical flow calculation was possible.
Training data was generated with 0.5 degrees increments in
every axis (roll, pitch, and yaw). The total number of the
training data samples amounted to 9,261.

Meanwhile, the validation/test data were generated from
scenes at different locations from the training data. As op-
posed to the training data which was collected in steps of 0.5
degrees, the rotation angles for the validation/test data were
chosen randomly from within 0 to 10 degrees in each axis.
The validation/test sets contained 1,000 image pairs, each.
The dataset composition is summarized in Table 1.

In addition to the simulated environment, real images
were also captured in indoor/outdoor environments using the
Ricoh Theta S spherical camera, as shown in Fig. 5. The
dataset composition was basically the same as that of simula-
tion environment. However, unlike the simulated dataset, the
real images were rotated manually by projection to a spher-
ical surface, and the ground truth rotations were recorded.
As earlier, the training and testing were done at different
locations.

In order to evaluate the effect of the proposed E-CNN, it
was compared to a network of similar size without the uni-
formization network. The original 2-channel optical flow was
copied to produce 6 channels, the same input size as the E-

Fig. 5. Indoor (left) / outdoor (right) real environments
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Table 1. Dataset composition

No. of samples Training data Validation data Test data

Scene (simulation) 1 – 10 11 – 20 11 – 20

Scene (real) 1 – 20 21 – 40 21 – 40

Data quantity 9,261 1,000 1,000

Table 2. Estimation results

Avg. errors [deg.] Non-uniformized Uniformized (E-CNN)

Simulation 0.182 ±0.104 0.144 ±0.069
Real 0.144 ±0.113 0.104 ±0.077

CNN network, in order to allow for a fair comparison. Adam
[21] was adopted as the optimizer. The learning process was
conducted for 500 epochs with a fixed learning rate (0.001)
and a batch size of 150, on a NVIDIA GeForce GTX 1080Ti
(GPU) and an Intel Xeon E5-1650 v4 (CPU).

For both networks, the E-CNN and the non-uniformized
network, all conditions and parameters were the same. The
estimation results in both simulation and real environments
are shown in Table 2. The errors were computed by consid-
ering only the angle in the angle-axis configuration. It can
be seen that in both environments, simulated and real, the E-
CNN network increased the accuracy of rotation estimation
by about 20.9% and 27.8%, respectively.

In order to further study the effectiveness of our proposed
E-CNN, an experiment was conducted with five cases of vary-
ing network depth, as detailed in Table 3. For this experiment,
the real environmental data was used for training, validation,
and testing. The results are shown in Fig. 6. In all cases, the
E-CNN showed an improvement in the accuracy, as indicated
by the lower error, and higher precision, as indicated by the
lower standard deviation. Moreover, the E-CNN performed
better with increasing network depth, indicating that it en-
ables the network to properly learn the optical flow patterns.

5. DISCUSSION AND CONCLUSION

In this research, we constructed a novel E-CNN for accurate
spherical camera rotation estimation. We aimed to handle the
non-uniform, distorted optical flow patterns created when us-
ing the equirectangular projection by uniformizing them with
respect to every rotation axis.

The effectiveness of our proposed E-CNN was experi-
mentally verified in both simulation and real (indoor/outdoor)
environments. Furthermore, it was shown that this improve-
ment was consistent, irrespective of the network depth. In all
cases, the E-CNN estimated rotation more accurately than the
naive non-uniformized approach. In addition to the increased
accuracy, the E-CNN also demonstrated lower standard devi-

Table 3. Cases with various networks depths (no. 1–5): filter
size, stride, and activation function are the same as explained
in Section 3.

Case Architecture blocks

case1 conv1[64], pool1, conv2[128], pool2, conv3[256],

(4 lyrs.) pool3, conv4[512], pool4, fc[1024], fc[4]

case2 conv1/2[64], pool1, conv3/4[128], pool2, conv5[256],

(6 lyrs.) pool3, conv6[512], pool4, fc[1024], fc[4]

case3 conv1/2[64], pool1, conv3/4[128], pool2, conv5/6[256],

(8 lyrs.) pool3, conv7/8[512], pool4, fc[1024], fc[4]

case4 conv1/2[64], pool1, conv3/4[128], pool2, conv5/6/7[256],

(10 lyrs.) pool3, conv8/9/10[512], pool4, fc[1024], fc[4]

case5 conv1/2/3[64], pool1, conv4/5/6[128], pool2, conv7/8/9[256],

(12 lyrs.) pool3, conv10/11/12[512], pool4, fc[1024], fc[4]
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Fig. 6. Average errors for various network depths

ation, which implies higher precision.
An additional experiment was conducted to evaluate the

effect of the network size on the estimation. Even deeper
CNN architectures were unable to learn the distorted opti-
cal flow patterns. However, this problem was solved by our
proposed E-CNN. This approach was feasible because 360-
degree images record information from all directions, and
hence, can be rotated without loss of information.

One drawback of the proposed approach is that it cannot
perform under situations of large camera displacements as it
requires the input of dense optical flow. This is a trade-off
against learning from raw intensities, which can handle large
displacements as well, but introduce scene dependency. Also,
the scenarios were restricted to only rotation, whereas cam-
eras can also translate arbitrarily in real situations. Taking
these into consideration and solving the scene dependency
problem remain as future work.
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