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ABSTRACT

Research shows that the facial expression recognition is
strongly related to the person’s identity. This paper presents
an expression-identity fusion network to address the great
inter-subject variations in facial expression recognition. The
model is designed to jointly learn identity-related features and
expression-related features via two branches with the same
expression image input. A bilinear module is introduced to
fuse two kinds of features and learn the relationship between
them. Experimental results show that identity-related fea-
tures can greatly boost the performance of facial expression
recognition. Our method outperforms most of the state-of-
the-art. On two popular facial expression databases (CK+
and Oulu-CASIA), our method achieves 96.02% and 85.21%
recognition accuracy, respectively.

Index Terms— Facial expression recognition, Expres-
sion features, Identity features, Bilinear fusion

1. INTRODUCTION

As a crucial subfeild of face recognition, facial expression
recognition has drawn increasing attention from the comput-
er vision community. It makes a wide array of applications
ranging from fatigue surveillance, distance learning, human-
computer interaction to medical treatment.

Although significant progress has been made for facial
expression recognition [1], [2], the current main challenge
comes from the great inter-subject variations introduced by
age, gender, race and other person-specific characteristics [3].
Specifically, it is difficult to distinguish whether a certain ap-
pearance of face is attributed to the identity of a person or
his expression. Thus, the influence of identity deserves more
attention.

Over the past several years, the relationship between fa-
cial expression recognition and face recognition has caught
the interests of numerous researchers. There is extensive ev-
idence showing facial expression recognition and face recog-
nition are interdependent. A classic view of Haxby et al. [4]
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Fig. 1. An overview of our proposed expression-identity fu-
sion network. Best viewed in color.

points out that expression and identity are a distributed repre-
sentation in human brain. The expression and identity repre-
sentations are processed in different cortical regions of brain.
Different representations initiate different subsequent neural
models. However, the information is interrelated and there is
overlap between the two representations. Specifically, when
it is difficult to recognize facial expression relying on expres-
sion simply, the recognition system will refer to the identity.

Recently, some deep learning based facial expression
recognition methods take human identity into account. For
example, Zhang et al. [5] proposed a multi-signal CNN
(MSCNN) that takes a pair of facial expression images as
input. They use both expression recognition and face ver-
ification signals as supervision to calculate different loss.
Meng et al. [6] proposed an identity-aware CNN (IAC-
NN) that contains two identical sub-CNNs. One stream
uses expression-sensitive contrastive loss to learn expression-
discriminative features, and the other stream uses identity-
sensitive contrastive loss to learn identity-related features
for identity-invariant expression recognition. The main idea
of these methods is using identity information to increase
inter-expression differences and to reduce intra-expression
variations. There was scarcely a work to jointly utilize the
identity-related features and expression-related features and
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to model the relationship between them.
Motivated by the above observations, we propose an

expression-identity fusion network (EIFN). To the best of
our knowledge, it is the first time the relationship between
the identity-related features and expression-related features
is established in facial expression recognition tasks. The
architecture of EIFN is illustrated in Fig.1. It consists of
two branches which are used to extract identity-related fea-
tures and expression-related features from the input facial
expression image respectively. A fusion module aggregates
these two kinds of features and models the relationship be-
tween them. A special training strategy further enhances the
performance of the model. Our method has been evaluated
on two popular facial expression databases, namely CK+
[7] and Oulu-CASIA [8]. We demonstrate that our method
outperforms most of the state-of-the-art.

2. PROPOSED METHOD

2.1. Face Recognition Branch

The face recognition branch contains an identity-related fea-
ture extractor I, two fully connected layers and a softmax
loss layer. We feed an image I into extractor I to obtain the
identity-related feature maps Fid:

Fid = I(I) . (1)

In this work, we consider a partial network of VGG-16
[9] with initial parameters obtained from pre-trained mod-
el on ImageNet [10] truncated at the last convolutional layer
(conv5 3), followed by non-linearity (ReLU) [11] and max
pooling as extractor I. The feature maps are passed through
two fully connected layers. Finally, the softmax loss is em-
ployed to produce the probabilistic distribution over the target
subject. We utilize the joint supervision of softmax loss and
center loss to train this branch. With a special training strate-
gy, we get the identity-related features which are supervised
by identity label and expression label simultaneously. These
features are fuse with the following expression recognition
branch for facial expression recognition. We will detail the
configuration of loss and training strategy in section 2.3.

2.2. Expression Recognition Branch

The expression recognition branch generates expression-
related features and combines identity-related features to
make the final facial expression classification. It contains
an expression-related feature extractor E , a bilinear fusion
module and a softmax loss layer. A facial expression image I
is fed into extractor E and then we get the expression-related
feature maps Fexp:

Fexp = E(I) . (2)

Structure of extractor E is the same as the extractor I. The
outputs of two extractors are aggregated by a bilinear fusion
module to obtain a bilinear vector. It is passed through a soft-
max loss layer to obtain facial expression classification. We
optimize this branch by minimizing the softmax loss LSexp

.
This will be explained in section 2.3.

In our bilinear fusion module, we compute the outer prod-
uct of two feature maps to fuse them at each location. I(l, I)
is the identity descriptor at location l from identity-related
feature maps Fid. E(l, I) is the expression descriptor at loca-
tion l from expression-related feature maps Fexp. The bilinear
fusion module is mathematically given as follows:

bilinear(l, I, I, E) = vec(I(l, I)⊗ E(l, I)) , (3)

F = poolingl∈L {bilinear(l, I, I, E)}

=
∑

l∈L

bilinear(l, I, I, E) . (4)

Here, ⊗ calculates the outer product of two vectors and out-
puts a matrix. vec(.) turns the matrix into a vector. We ag-
gregate the bilinear features across all spatial locations in the
image by the sum-pooling operation. F is the resulting bi-
linear vector for the input facial expression image. Before
F is feeding into the softmax loss layer, it is passed through
a signed squared root operation (y = sign(F )

√

|F |) and a
L2-normalization (z = y/‖y‖

2
).

With the aforementioned operation, our bilinear fusion
module can capture pairwise correlations between identity-
related feature maps and expression-related feature maps. At
each spatial location, every channel of identity-related feature
maps interacts with that of expression-related feature map-
s, thus leading to a fusion of them. For example, the pix-
els of each channel at the top left corner of identity-related
feature maps will be multiplied by the pixels of each chan-
nel at the same spatial location on expression-related feature
maps. Then a fusion matrix is formed. The summation pool-
ing operation aggregates the fusion matrices at all locations.
Each element of the bilinear vector establishes a pixel-level
association between identity features and expression features.
The weight of each element in the bilinear vector is learned
by the network. Elements with large weights have a higher
impact in expression recognition tasks. It means that the re-
lationship between identity and expression in the expression
recognition task is learned autonomously by the neural net-
work. The bilinear fusion module can also be considered as
an implementation of overlapping representations mentioned
in the introduction section.

2.3. Loss Function and Training Strategy

We train face recognition branch and facial expression recog-
nition branch simultaneously. The overall loss is defined as:

L = λ2Lid+λ3LSexp
= λ2(LSid

+λ1LCid
)+λ3LSexp

. (5)
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where λ1, λ2, λ3 are the weight of each loss. Lid is su-
pervised by identity label. It represents the identity classi-
fication error. LSexp

is supervised by expression label. It
represents the expression classification error. Lid is a join-
t loss which calculated as the weighted sum of the softmax
loss LSid

and the center loss LCid
. Center loss is a new su-

pervision signal proposed by Wen et al. [12] to enhance the
discriminative power of the deeply learned features by reduc-
ing the intra-class variations for face recognition. Because
Lid is affected by identity-related features, the gradients of
Lid are backpropagated to face recognition branch. However,
our ultimate goal is recognize facial expression. We should
focus on minimizing LSexp

and obtain accurate expression
classification. LSexp

is affected by both identity-related fea-
tures and expression-related features. A natural way is to
use LSexp

to supervise the extraction of identity-related fea-
tures and expression-related features simultaneously. There-
fore, we utilize a special training strategy. LSexp

are back-
propagated to both the expression recognition branch and the
identity-related feature extractor I. Note that, two fully con-
nected layers and the softmax loss layer are not included in
I while they are contained in face recognition branch. Such
modeling naturally leads to an additional regularization for I.
It forces I to consider both the extraction of identity-related
features and the final facial expression recognition task. The
final identity-related features are a kind of expression guided
identity-related features. They are more suitable for expres-
sion recognition tasks than identity-related features that are
not supervised by expressions. It has been proven in ablation
experiments.

3. EXPERIMENTS

3.1. Databases, Preprocessing and Implementation

We assess the performance of EIFN on two popular facial
expression databases: CK+ database [7] and Oulu-CASIA
database [8]. The CK+ database contains 327 sequences of
118 subjects. All sequences are annotated with six basic facial
expressions (i.e. Anger (An), Disgust (Di), Fear (Fe), Happi-
ness (Ha), Sadness (Sa), and Surprise (Su)) and one non-basic
expression (Contempt (Co)). The Oulu-CASIA database has
480 sequences collected from 80 subjects. All sequences are
labeled with six basic facial expressions. Sequences in t-
wo databases begin with a neutral expression and end with
a peak expression. As a general procedure [5], [6], [15],
[18], [19], the last three frames of each sequence are used
for training and testing. Each face region in two databases
is aligned, cropped and re-scaled to 64 × 64. Besides, da-
ta augmentation which provides additional training images is
employed. Each preprocessed training image is rotated by
[−15◦,−10◦,−5◦, 0◦, 5◦, 10◦, 15◦] respectively. Horizontal-
ly flipping is also applied. The result training set is 14 times
larger than the original one. As in the previous method [5],

[14], [15], [16], [17], [18], [19], we use the 10-fold subject-
independent cross validation strategy. The final results are
reported as the average of the 10 runs.

The training of EIFN has two stages. First, two databas-
es are used to mutual initialization the model. When assess-
ing the performance of EIFN on CK+, we pre-train EIFN on
Oulu-CASIA. We optimize the overall loss L using SGD with
a batch size of 100, momentum of 0.9. The learning rate and
weight decay for EIFN are 0.01, 0.0005 respectively. λ1, λ2,
λ3 are set to 0.0001, 1 and 6, respectively. Then, the model
is further fine-tuned on the training set of CK+. In this stage,
the learning rate for EIFN is starts from 0.01, and is divid-
ed by 10 after every 20 epochs. Besides, we change λ1, λ2,
λ3 as 0.0001, 2 and 1, respectively. Similarly, when assessing
the performance of EIFN on Oulu-CASIA, we firstly pre-train
EIFN on CK+. Secondly, we fine-tune the model on the train-
ing set of Oulu-CASIA. The differences that λ1, λ2, λ3 in the
first step are set to 0.0001, 2 and 1, respectively. In the second
stage, they are change to 0.0001, 1, 6, respectively.

3.2. Ablation Experiments

We implement two kinds of ablation experiments. One is a
baseline named EFN. It has the same architecture as EIFN.
The training strategy is also same, excepting that the λ2 of
both stages is set to 0. It means that EFN do not consider
the impact of identity. Compared with baseline, it can reflec-
t the importance of identity information in facial expression
recognition. The other is EIFN* which only backpropagate
the gradients of LSexp

to the expression recognition branch.
This means EIFN* utilize pure identity-related features rather
than expression guided identity-related features.

From Table 1 and 2, we can see the results of EFN, EIFN
and EIFN* on two databases. Both EIFN and EIFN* perfor-
m better than our baseline model EFN. These indicate that
the introduction of identity information promotes the perfor-
mance of facial expression recognition. Besides, compar-
ing EIFN with EIFN*, the performance has been further im-
proved. The effectiveness of our special training strategy has
been proven.

3.3. Results and Analysis

We compare our method with other state-of-the-art. The ex-
perimental results of EIFN on two databases are shown in
Table 1 and 2. EIFN achieves an average recognition ac-
curacy of 96.02% and 85.21% on CK+ and Oulu-CASIA,
respectively. Our method outperforms most of the state-of-
art on both databases, including image-based methods and
sequence-based methods. Our results seem to be a little
worse than PHRNN-MSCNN [5], DTAGN [17] and FN2EN
[19]. Note that [17] utilizes dynamic geometry-appearance
features, [5] utilizes partial-whole, geometry-appearance and
dynamic-still features. The inputs of their model are very
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Table 1. Average accuracy on CK+ [7] for seven expressions
classification.

Method Setting Accuracy

3DCNN-DAP [13] sequence-based 92.40%
STM-ExpLet [14] sequence-based 94.19%

IL-CNN [15] image-based 94.35%
LOMo [16] sequence-based 95.10%
IACNN [6] image-based 95.37%
MSCNN [5] image-based 95.54%
DTAGN [17] sequence-based 97.25%

PHRNN-MSCNN [5] sequence-based 98.50%
EFN (baseline) image-based 94.30%

EIFN* image-based 95.01%
EIFN image-based 96.02%

Table 2. Average accuracy on Oulu-CASIA [8] for six ex-
pressions classification.

Method Setting Accuracy

STM-ExpLet [14] sequence-based 74.59%
IL-CNN [15] image-based 77.29%
MSCNN [5] image-based 77.69%
DTAGN [17] sequence-based 81.86%
LOMo [16] sequence-based 82.10%
PPDN [18] image-based 84.59%

PHRNN-MSCNN [5] sequence-based 86.25%
FN2EN [19] image-based 87.71%

EFN (baseline) image-based 81.74%
EIFN* image-based 83.33%
EIFN image-based 85.21%

Table 3. Confusion matrix of EIFN evaluated on CK+ [7].

An Co Di Fe Ha Sa Su

An 93.33 0 0 0 0 6.67 0
Co 0 88.89 0 0 0 11.11 0
Di 0 0 100 0 0 0 0
Fe 0 4.00 0 92.00 0 0 4.00
Ha 0 0 0 0 100 0 0
Sa 10.71 0 0 3.57 0 85.72 0
Su 0 2.41 0 0 0 0 97.59

Table 4. Confusion matrix of EIFN evaluated on Oulu-
CASIA [8].

An Di Fe Ha Sa Su

An 82.08 3.75 2.50 0 11.67 0
Di 12.50 76.25 1.25 0 10.00 0
Fe 2.50 1.25 85.00 3.75 1.25 6.25
Ha 0 0 6.25 92.92 0.83 0
Sa 11.67 3.75 0 2.08 82.50 0
Su 0 0 7.50 0 0 92.50

Anger Disgust Sadness

CK+

Oulu-CASIA

Fig. 2. Some examples on CK+ and Oulu-CASIA.

complex. While our method needs only static appearance
features, which is more favorable for online applications or
snapshots where per frame labels are preferred. [19] fails
to achieve end-to-end optimization, while our model is an
end-to-end approach. Furthermore, our method outperforms
MSCNN [5] and IACNN [6], which also utilized the identity
information.

The confusion matrices of EIFN evaluated on two databas-
es are reported in Table 3 and 4. Our method performs well
in terms of fear, happiness and surprise. However, the per-
formances on contempt, sadness of CK+ and disgust, anger,
sadness of Oulu-CASIA are relatively poor. The poor perfor-
mance of recognizing contempt is mainly due to the lack of
contempt image data. There are only 18 of 327. In partic-
ular, on both CK+ and Oulu-CASIA, sadness and anger are
confused. On Oulu-CASIA, disgust, sadness and anger are
confused. Fig.2 shows some examples of high degree similar-
ity of anger, disgust and sadness of CK+ and Oulu-CASIA.

4. CONCLUSIONS

In this paper, we present a two branch expression-identity
fusion network for facial expression recognition. Identity-
related features and expression-related features are fused and
the relationship between them is learned. A special training
strategy further improved the performance of the model. Our
proposed method was evaluated on two popular facial expres-
sion databases (CK+ and Oulu-CASIA).

In summary, with only static appearance information,
EIFN outperforms most of the state-of-the-art, and even some
methods utilize the spatio-temporal and geometric informa-
tion. Furthermore, we show that the using of identity-related
features greatly boosted the performance of facial expression
recognition.
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