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ABSTRACT

In this work, we develop an effective person search algorithm
with natural language descriptions. The contributions of this
work mainly include two aspects. First, we design a base-
line language person search framework including three basic
components: a deep CNN model to extract visual features, a
bi-directional LSTM to encode language descriptions and the
triplet loss to conduct cross-modal feature embedding. Sec-
ond, we propose a novel mutually connected classification
loss to fully exploit the identity-level information, which not
only introduces the identification information into both im-
age and language descriptions but also encourages the cross-
modal classification probabilities of the same identity to be
more similar. The experimental results on the CUHK-PEDES
dataset demonstrate that our method achieves significantly
better performance than other state-of-the-art algorithms.

Index Terms— Person search, language information,
identity-level information, classification loss, mutual learning

1. INTRODUCTION

Language person search is a special person re-identification
problem [1, 2, 3, 4], which is useful in some extreme surveil-
lance cases (such as telephone alarm). This task poses more
challenges due to the ambiguity of cross-modal matching.
Usually, language descriptions for person re-identification
include two aspects: attribute [3, 5] and natural language [4,
6] descriptions. The attribute descriptions attempt to exploit
a set of pre-defined semantic attributes that describe the ba-
sic appearance information of persons . Compared with at-
tributes, natural language can precisely describe the details of
person appearance and provide much textual information.
Language-image related works have drawn increasing
attentions in recent years. For image captioning, Vinyal et
al. [7] fed high-level image features from CNN into LST-
M for sequence estimation. For VQA, answering questions
about given images [8, 9, 10, 11, 12, 13] learn a dynamic
parameter layer with hashing techniques, which adaptive-
ly adjusts image features based on different questions for
accurate answer classification. In addition, visual semantic
embedding methods [14, 15, 16, 17, 18] learn to embed both
language and images into a common space for both image
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classification and retrieval. In [4], a language person search
method is proposed to retrieval person images based on a
given sentence, which studies the matching probability of
texts and images features extracted from LSTM and CNN
respectively.

Motivated by the above-mentioned discussions, this pa-
per presents an effective language person search algorithm.
The main contributions of this work are two folds. First, we
construct baseline person search framework with language
descriptions. This framework consists of three fundamental
components: a deep CNN model to extract visual features, a
bi-directional LSTM to encode language descriptions and the
triplet loss to conduct cross-modal feature embedding. Sec-
ond, we propose a novel mutually connected classification
loss to promote the discriminative feature embedding, which
provides a better way to exploit the identity-level informa-
tion. The experimental results on the CUHK-PEDES dataset
demonstrate that our method achieves significantly better per-
formance than other state-of-the-art algorithms.

2. PROPOSED APPROACH

We first design a baseline framework for the language person
search problem, shown in Figure 1. The architecture consist-
s of three components: a bi-directional LSTM with attention
(left) to extract text features, a deep convolutional neural net-
work (CNN) to learn image features and a cross-modal learn-
ing module to promote the cross-modal feature embedding
(middle). We note that the cross-modal learning module of
the baseline framework merely includes the matching scheme
with triplet loss. Then, we propose a novel mutually connect-
ed classification loss to fully exploit the identity-level infor-
mation, within the red rectangle in Figure 1.

2.1. The baseline framework with triplet loss

Deep text bi-LSTM with attention. The left part of our
framework is aimed to extract text features, mainly includ-
ing bi-directional LSTM (bi-LSTM) and attention modules.
The bi-LSTM extracts deep caption features and the attention
network emphasizes the importance of each word in captions.
Given a caption, we first split it into words and obtain the code
T = [t1,to,...,t,] by encoding each raw word into vectors
based on the word2vec dictionary (n is the number of words).
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Fig. 1. The overall flowchart of the proposed approach. Better
viewed in color and zoom in for details.

Next, we sequentially process the code T with a bidi-
rectional LSTM to extract deep features. After forward and
backward directions, we obtain two lists of hidden states,

- -
h, = LSTM (tl, ht_1>

bW, = LSTM (tn,KH)’ W

where the subscript ¢ is the temporal variable. ﬁ and % are
the hidden states of two directions (we contact them to h in
the following text, for simplicity). Let the hidden unit num-
ber for each unidirectional LSTM be u, thus, the initial word
representations h; from Bi-LSTM have size 2u. We record
all h; to be a matrix H € R?%*" for initial text descriptions
(u = 512 in our work).

Intuitively, different words tend to have different contribu-
tions for text descriptions but LSTM treats them equally. To
address this issue, we introduce an attention module to pro-
cess the initial matrix H with an attention map A € R"*",

A = softmax (ng tanh (WslHT)) . 2)

This model contains two weight matrices, W € Rda X2u
and W, € R™*% (d, = 50 and = 10 in this paper).
Then, we multiply the attention matrix A with the bi-
LSTM hidden states H and apply the max-pooling operation,
obtaining a new feature m € R***! as m = max, (AH)
(max, (.) is the maximum operation along the row direction).
Finally, the feature m is further proceeded using one fully
connected layer to obtain the final text feature f7 € R512%1,
Deep image CNN. To extract visual image features, we em-
ploy the MobileNet [19] pre-trained on the ImageNet dataset
as our basic model (see the right part in Figure 1). Given an
input image of size 224 x 224, after the forward pass of the
network, we extract the initial feature from the last pooling
layer. After that, one fully connected layer is applied to ob-
tain the final image feature f; € R512x1,
Cross-modal feature embedding. It requires to conduc-
t cross-modal feature embedding for the language person
search problem, since the text and image descriptions are

from different domains. In this work, we first develop a base-
line method with the triplet loss function. Given a quadric
embedding features (£, £, £7,£;7) ((££,£") are positive
text and image features, and (£, f;) are negative ones). The
triplet loss function (3) explicitly constructs the relationship
between the image and text descriptions.

Durgrer = max [0,0+-D (K5, 67) = D (E£.67) ]+
max [0, a+D (f1+, fT_) - D (ff‘7 f}')}
where D (.,.) is the cosine distance to measure the similar-
ity between two samples, « is a margin (simply set to 1 in
this work). The former term is with respect to the image
anchor; while the latter one corresponds to the text anchor.
Thus, this triplet loss function encourages the matched image
feature and text description to have a higher similarity score.
The combination of the above-mentioned text and image
extractors merely with the triplet loss function serves as the
baseline algorithm in this work.

3. MUTUALLY CONNECTED CLASSIFICATION
LOSS

We note that although the triplet loss function explicitly
considers the matching process between features from two
modalities, it cannot fully exploit the feature distribution in
each individual domain. The identity information has been
shown to be effective in coping with the image-based person
re-identification and language person search problems.

By introducing fully connected classification layers after
the cross-modal embedded features, the prediction probabili-
ties can be obtained as

Pr = softmax (W;CfT)

; “)

Pr = softmax (WJTCfI)
where Wy, is the shared parameter of the fully connected
layer for classification. The corresponding classification loss-
es with the cross-entropy criterion can be obtained as

LCT =E [7 IOg PT]

, 5
Ler = E[~log Py )

where Pr and P; denote the predictions of text and image
classifications, respectively. Lo and Lo stand for their cor-
responding classification losses.

Simply, the overall classification loss can be defined as a
summation of Lo7 and Loy terms, i.e.,

Le = Lo+ Ley. (6)

Besides the traditional classification loss (6), we introduce
an additional mutually connected constraint between the pre-
dictions Pr and Py as

Lkt = gy S [KL(Ph, Pj)+ KL(Pj,Py)] (D)

i€STt
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where S indicates the matched sample set with all samples
from same identities and |ST| stands for the number of al-
1 matched samples. KL (.,.) denotes the Kullback-Leibler
(KL) distance. Thus, we obtain a novel mutually connected
classification loss (MCCL) as

Lycc = Le + Lkr. (®

The final cross-modal feature embedding is conducted to
minimize the combination of the triplet loss and MCC one,

L= Ltriplet + L]\/[CC- (9)

Our MCCL scheme facilitates a better cross-modal fea-
ture embedding due to the following two reasons. First, the
classification weight W ¢, is shared between two modalities,
encouraging the learned text and image features within the
same subspace. Second, the Kullback-Leibler divergence is
adopted to match the predictions of text and image branches.
This makes the matched text and image samples (with same
identities) have similar classification probabilities and further
encourages their embedded features to be similar.

4. EXPERIMENTS AND DISCUSSIONS

4.1. Dataset and implementation details

To our knowledge, there is only one publicly person search
dataset with natural language descriptions, i.e., CUHK-
PEDES [6]. The CUHK-PEDES dataset is constructed by
selecting images from many different person re-identification
datasets and adding the corresponding language annotations.
It contains 40, 206 images of 13,003 identities and 80, 440
textual descriptions (each image is described by about 2 sen-
tences). Based on [6], this dataset is divided into three parts:
(1) 11,003 training individuals with 34,054 images and
68,126 captions; (2) 1,000 validation persons with 3,078
images and 6,158 sentences; and (3) 1,000 test identities
with 3,074 images and 6, 156 captions. Some visual illustra-
tions are presented in Figure 2 (see the text queries and the
retrieval images with green rectangles).

The proposed framework and loss functions are all im-
plemented in the TensorFlow platform with a NVIDIA
GEFORCE GTX 1080Ti GPU. To be specific, we use the
MobileNet model [19] to obtain the visual features and em-
ploy the Bi-LSTM structure to extract the textual features. In
addition, we adopt the Adam optimizer [20] to conduct the
optimization process with [ = 0.0002. The batch size is 64.
We adopt Recall@K (R@K for short) for evaluation.

4.2. Results on the CUHK-PEDES dataset

In Table 1, we evaluate the proposed methods in compari-
son with existing algorithms on the CUHK-PEDES dataset.
These methods include deeper LSTM Q+norm [21], iBOW-
IMG [22], NeuralTalk [23], Word CNN-RNN [17], GNA-
RNN [6], GMM+HGLMM [24], and Latent Co-attention [4].
We can see that our final model (Baseline+MCCL) achieves

the best performance (50.58% of R@1 and 79.06% of
R@10), outperforming the second best one (Latent Co-
attention) by a large margin. The underlying reasons are
three aspects: (1) a more effective baseline method is de-
signed for the language person search problem; (2) the usage
of the classification loss facilitates obtaining more discrim-
inative feature embedding since it adds the identification
supervision into the traditional triplet loss; (3) the proposed
MCCL provides a better way to exploit the identification
information.

Table 1. Comparison of person search results (R@K(%)) on
the CUHK-PEDES dataset.

Method R@1 R@10

deeper LSTM Q+norm [21] 17.19 57.82
iBOWIMG [22] 8.00 30.56
NeuralTalk [23] 13.66 41.72
Word CNN-RNN [17] 10.48 36.66
GNA-RNN [6] 19.05 53.64
GMM+HGLMM [24] 15.03 42.27
Latent Co-attention [4] 25.94 60.48
Baseline (Triplet) 45.55 75.50
Baseline+CL 48.21 78.27
Baseline+MCCL 50.58 79.06

4.3. Visual comparisons and ablation analysis

Figure 2 shows visual results of different algorithms (Base-
line, Baseline+CL and Baseline+MCCL). Figure 2 (a) pro-
vides text queries, and (b-d) illustrates the related retrieval
results. We can see that our MCCL method works well com-
pared with other related ones. To better understand the M-
CCL, we provide some representative examples for test fea-
ture distributions learned by different methods (shown in Fig-
ure 3). We can observe that the MCCL method facilitates ob-
taining a much better embedding of text and image features.

Table 2. Comparison of different person re-identification
methods (R@K(%) and MAP) on the Market-1501 dataset.
Baseline* stands for the method presented in [25].

Method R@1 R@5 MAP
PUL [26] 44.70 59.1 20.1
WARCA [27] 45.16 68.12 —
Histogram [28] 59.47 80.73 —
Bilinear-CNN [29] 66.36 85.01 41.17
P2S [30] 70.72 — 44.27
Spindle Net [31] 76.90 91.50 —
k-reciprocal [32] 77.11 — 63.63
DML [33] 87.73 — 68.83
MTMCT [34] 89.46 — 75.67
HA-CNN [35] 91.20 — 75.70
Baseline* 82.72 95.29 66.61
Baseline*+CL 87.89 95.34 71.51
Baseline*+MCCL 88.21 95.37 71.90

4.4. Generalization ability of our MCCL scheme
We note that the proposed mutually connected classification
loss is not only useful for the language person search prob-
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A man wearing a red shirt, a pair of |
black pants and a pair of glasses and a
black bag on his left shoulder.

o /
4 N

The woman has a white lacy jacket

over a black dress with a slit up the

back. Her shoes are granny wedges.

The girl is wearing a light blue and
pink dress. She is wearing a hat on her

head. Her arms are raised upwards

J

and bent at the elbow.

(a) Text queries

(b) Baseline

(c) Baseline+CL (d) Baseline+MCCL

Fig. 2. Examples of top-5 language person search results by different algorithms, including (b) Baseline, (c) Baseline+CL and
(d) Baseline+MCCL. Corresponding images are marked by green bounding boxes.
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Fig. 3. Comparison of feature distribution learned with different algorithms (better viewed in color).

lem, but also works for improving the matching model (triplet
loss) with classification information. Here, we demonstrate
the generalization ability of our MCCL scheme for image-
based person re-identification.

To be specific, we choose a baseline method with triplet
loss presented in [25] (denoted as Baseline* in Table 2).
We adopt the commonly used Market-1501 [36] dataset
to compare the proposed method with other competing
ones. The Market-1501 dataset is widely used for person
re-identification. The bounding boxes are selected by cross-
joint overlap from person detectors and manually annotated
ones. It contains 32, 668 images of 1, 501 identities captured
from six non-overlapping camera views, with 12936 images
of 751 identities for training and 19, 732 images of 750 iden-
tities for testing. The compared algorithms include PUL [26],
WARCA [27], Histogram [28], Bilinear-CNN [29], P2S [30],
Spindle Net [31], k-reciprocal [32], DML [33], MTMCT [34],
and HA-CNN [35]. From Table 2, we can see that our MCCL
scheme also improves the baseline method by a large margin.
After this improvement, the re-identification performance is
comparable with recent top-ranked algorithms (notice that
our algorithm does not use complicated feature extraction

schemes or part-based models).
5. CONCLUSIONS

Language person search requires a robust cross-modal feature
embedding to promote the retrieval process.This work fist de-
signs a cross-modal matching framework with the triplet loss
function. In our framework, a deep CNN model is used to ex-
tract image features and a bi-LSTM with the attention scheme
is adopted to encode the text information. Second, a novel
mutually connected classification loss (MCCL) is proposed to
effectively exploit the identity-level information. The exper-
imental results on the CUHK-PEDES dataset show that our
final model improves the baseline model and other compet-
ing methods by a large margin. In addition, the experimental
results on the Market-1501 dataset also demonstrate the good
generalization ability of the proposed MCCL scheme.
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