PREDICTING VIDEO-FRAMES USING ENCODER-CONVLSTM COMBINATION
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ABSTRACT

Video generation is an active field of research. With the rise in
the amount of available data and economically available pro-
cessing power in the form of GPUs, deep Learning has been
a go-to solution for many real life problems and similarly it is
often attempted to solve the problem of video generation us-
ing deep learning. Predicting the next set of frames for a given
set of frames in a video has seldom been taken up. Each video
is composed of a consecutive closely related frames of im-
ages. If we consider these frames, the frame in each time-step
seems to be related to the frames in the preceding time-steps.
Therefore, we have both spatial and temporal data available
from any set of consecutive frames in a video. Learning some
sort of representation of the images that encodes the spatial
data of the images (frames) can be combined with learning
how these representations of a particular time-step is related
with the next few time-steps is made possible, then prediction
of the next few frames for a given set of frames is made pos-
sible. Our aim is to propose a simple yet effective model that
can achieve this goal.

Index Terms— Video Generation; Auto-encoder; ConvL-
STM; Deep Learning

1. INTRODUCTION

With the rise of deep learning era more challenging tasks in
computer vision can be solved. We propose a methodology to
solve video generation task (e.g. future prediction) by using
a state of the art technique that maintains the object spatial
and temporal features. We know that deep convolutional neu-
ral network (CNN), works really well on image and video
data. However, they cannot be solely used to generate videos
as they miss out the temporal features of the data. To main-
tain the temporal features a sequence model is required. In
recent times, as online data available and with the advance-
ment of the Internet a large number of high quality unlabeled
videos are available for free online apart from various labeled
datasets. These can be acquired easily and can be considered
to be of high quality because of the high degree of coherence
available in real-life videos that are now present online.

We aim to differ from the popular approaches in video
generation by using Generative Adversarial Networks(GANS)
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[1] and to use deep feature Consistent Variational Autoen-
coders by Hou et. al. [2] followed by sequence models using
Conv-LSTMs as they are proven to better preserve the spatial
data along with learning the temporal relationships essentially
involved in the individual frames. Video generation is an ac-
tive research area in the field of computer vision and deep
learning. Some significant approaches deserving a special
mention include [3, 4, 5, 6, 7, 8]. Long Short Term Mem-
ory (LSTM’s) and the sequence-to-sequence model [9] have
shown significant results in these applications [10, 11, 12, 13].
A common piece in these works is the use of a convolutional
neural network (CNN) which encodes and decodes each
frame and it’s connected to a sequence-to-sequence model to
predict the future frames.

Deep generative models are used for various state-of-the-
art techniques. The two most popular generative models are
he Variational Autoencoder (VAE) [14] and the Generative
Adversarial Network (GAN) [1]. There are several GAN
frameworks proposed for video generation. There was an
attempt made by seperating scene and dynamic content [7].
Tulyakov et al. [15] used a RNN model for video genera-
tion into a GAN-based framework. This model was able to
construct a video simply by pushing random noise into the
RNN model. To better address the general video generation
and to find a better and more elegant solution to generate the
next few frames given a sequence of frames.We need to un-
derstand how pixels change from frame to frame to generate
a full temporal object action. We note that there is generally
a higher level of uncertainty in the exact movement between
frames of moving objects. Intuitively we may tackle these
problems by a mental reconstruction of these objects and
understanding how their positions and orientations vary with
respect to time (in our case, frames).

In this work, we understand the problem of learning how
scenes transform with time. The solution of this problem will
lead to better predictive models for computer vision. We lean
this by using a large amount of unlabeled video. Unlabeled
video has the advantage that it can be economically acquired
at massive scales yet contains rich temporal signals ‘for free’
because frames are temporally coherent. We aim to present a
simple and intuitive method to predict the next few frames in
a video. To achieve this, we need to understand the images
individually and then a relationship among these images in
the time scale must be obtained. Our goal is to capture spa-
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tial and temporal knowledge contained in large amounts in
the unlabeled videos and to predict and generate the next few
frames which have fairly realistic dynamics and motions. For
this, a variational autoencoder is used which maintains the
spatial knowledge and a convolution LSTM which maintains
the temporal knowledge.

2. PROPOSED MODEL

We suggest a two phase method of training the network in
order to learn both the spatial and temporal data. A flow dia-
gram of the proposed model is depicted in Fig. 1, where we
take our entire dataset of videos and split it into sets of frames,
and then we shuffle these frames. We suggest the use of deep
feature Consistent Variational Autoencoders for learning the
representation space for the images. This provides crisper and
sharper representations than those formed by training a Con-
volutional autoencoder using MSE. After end to end train-
ing if this autoencoder, we then use the encoder and feed a
series of representations of consecutive frames of the video
to a Convolutional LSTM which learns to map a sequence
of image representations to another sequence of image repre-
sentations, thereby predicting the video frames in the future
time-steps.
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Fig. 1. Training of the Autoencoder and the Conv-LSTM.

The purple arrow denotes the first training phase of the au-
toencoder and the red arrow denotes the final training phase
with the Conv-LSTM.

2.1. The Autoencoder

Variational autoencoders were introduced by Pu, Yunchen
and Gan et. al. [16] We however prefer the Deep Fea-
ture Consistent Variational autoencoder as was proposed by
Hou, Xianxu and Shen et. al. [2] With the help of the
VAE we encode an image x to a latent vector denoted by
z = Encoder(z) ~ ¢(z|z) with an encoder network, and
then while training, use a decoder network is used to decode
the latent vector z back to an image that will be as similar as
the original image & = Decoder(z) ~ p(x|z). Thus, we can
ensure that we have learnt an accurate representation space
for our images by maximizing the marginal log-likelihood of

each observation (pixel) in x. The VAE reconstruction loss
L. 1s the negative expected log-likelihood of the observa-
tions in x.VAEs can further control the distribution of the
latent vector z, which has characteristic of being indepen-
dent unit Gaussian random variables, i.e., z ~ N(0, ). The
difference between the distribution of g(z|x) and the distri-
bution of a Gaussian distribution (called KL Divergence) can
be quantified and minimized by gradient descent algorithm.
Therefore, VAE models can be trained by optimizing the
sum of the reconstruction loss (L,..) and KL divergence loss
(Ly1) by gradient descent. We aim to use the autoencoder
as a feature extractor. The auto-encoder was trained end to
end in order to learn the features to be represented as a latent
space z. This autoencoder is time-distributed and the output
of its encoder is fed as an input for a Sequence Model where
we have used a ConvLSTM in order to learn the relationships
between the timeframes while preserving the spatial data.
This then passes through the decoder which then gives us the
next few frames for the given frames to the encoder. We first
train this autoencoder end to end to find an optimum latent
space z.

£7'ec = _Eq(z\z) [logp(x|z)] (1
Ly = Dri(q(z])[|p(2)) @)
£vae = Erec + Lkl (3)

2.2. Convolutional LSTM

This learned representation space is of great value to this
problem. After saving weights, the encoder is separated from
the decoder. Then, a set of frames of a video, pass them all
through the encoder to get 2 = Encoder(z) and then we take
these encoded vectors and pass them through a Conv-LSTM
and train it to predict the next few frames. The internal op-
eration of the ConvLSTM is shown in Fig. 2 and Fig. 3.

This approach was introduced by Xingjian et al. [17] for
Precipitation Nowcasting.
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Fig. 2. Inner structure of ConvLSTM.
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Fig. 3. 2D image to 3D tensor.

2.3. Our Approach

We have a latent space z which encodes the previous frames
of a video and intend to predict the next few frames. From the
machine learning perspective, this problem can be regarded
as a spatio-temporal sequence forecasting problem. Let us
assume that our latent space z is an M x N grid which con-
sists of M rows and N columns. Inside each cell in the
grid, there are P measurements which vary over time. For
each time-step, the frames can be represented by a tensor
X € RPXMXN where R denotes the domain of the observed
features in the representation.Operating over several periods
will get a sequence of tensors /'?1, /f’g, e /'\A,’t. We treat video
prediction as a spatio-temporal sequence forecasting problem.
The problem lies in predicting the most likely length-K se-
quence in the future given the previous .J observations which
include the current one. The ConvLSTM is governed by the
equations 4.

iy = 0(Wai % Xy + Wi x Hy 1 + Wei 0 Coq + by)
Je=0(Wap* Xy +WhypxHi1 + WepoCiq + by)
Ci = froCr1 + iy o tanh(Wae Xy + Whe x Hy—1 + be)
0r = 0(Wao ¥ Xy + Wio x Hy—1 + Weo 0 Cp + )
H; = o4 o tanh(Cy)
“4)

3. EXPERIMENTAL RESULTS

3.1. Data

The evaluate of our model is done on KTH actions [18] and
UCF101 dataset [19]. The KTH action dataset is a video
database containing six types of human actions (walking, jog-
ging, running, boxing, hand waving and hand clapping) per-
formed several times by 25 subjects in four different scenar-
ios. UCF101 is an action recognition data set of realistic ac-
tion videos, collected from YouTube, having 101 action cat-
egories. UCF101 consists of 13320 videos from 101 action
categories. UCF101 gives the largest diversity in terms of ac-
tions and with the presence of large variations.

3.2. The Running model

We have an encoder that for a set of frames gives us a la-
tent representation space z which is used by the Conv-LSTM

to generate the latent space z’(say) of another set of frames.
These are then passed through the decoder to get the next few
frames from the model. The encoder and decoder network
are trained first to learn the spatial features of the data. Af-
ter that the Conv-LSTM is inserted between the encoder and
the decoder. The weights of encoder-decoder are freezed and
then the Conv-LSTM is then trained. At the final stage of
training the whole network along with the encoder-decoder
is trained. The datasets mentioned above were collected and
preporocessed by first extracting frames out of these videos
and resizing them to (128x128) and normalizing them. These
images were shuffled and fed to autoencoder for end-to-end
pre-training. It was observed that if these images are not shuf-
fled then several similar images present at the end of the train-
ing process bias the autoencoder towards the last batches of
images and it does not generalize well to the entire dataset of
extracted images from videos. The Encoder- decoder archi-
tecture is as shown in Fig. 4
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Fig. 4. The Auto-encoder Architecture (B.N.: Batch Normal-
ization L.R: Leaky ReLU).

Subsequent to this end to end training the weights of the
autoencoder were freezed and then we proceeded to train
the Convolutional LSTM to learn the temporal relationships
while preserving the spatial data present in the Latent space
z learned by the autoencoder. The ConvLSTM layer not
only preserves the advantages of FC-LSTM but is also suit-
able for spatiotemporal data due to its inherent convolutional
structure. By incorporating ConvLSTM into the encoding-
forecasting structure, the spatial data has been preserved
while learning the temporal relationships. The first 20 frames
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from the videos were taken as input set and the next 20 frames
were taken as output frames. We assigned a completely white
frame as the ‘START” indicator and a completely black frame
as an EOL (end of Line or in this case, the end of the se-
quence). Following this the Conv-LSTM was trained using a
kernel size of 3x3 and 256 filters with the help of the already
trained autoencoder with the RMSProp optimizer. The Loss
functions converged as shown in Fig. 5 and Fig. 6. Sub-
sequently the entire model was trained once end to end for
fine-tuning the weights with a very low learning rate (1e-5).

model loss
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Fig. 5. DFC-VAE Loss Function
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Fig. 6. CONV-LSTM Network.

3.3. Evaluation

The DFC-VAE loss function behaved smoothly while con-
verging. However the Conv-Lstm loss function had a lot of
spikes during the initial phase of training. Sequence models
suffer from vanishing and exploding gradients. For our ex-
periment to prevent exploding gradient we have used gradient
clipping with a clip value of 1 and for vanishing gradient we
have applied RMS-Prop optimization. For quantitative anal-
ysis, we chose the predicted frames and take the same frames
from the ground truth video. Then these frames were com-
pared as images and the parameters were averaged out to an-
alyze. PSNR and SSIM have been used for quantitative anal-
ysis of the output. Five predicted frames from two distinct
videos have been compared to the ground truth frames. The
mean PSNR and SSIM are also provided for reference and
provided in the table 1 and Fig. 7 and Fig. 8. Samples of
predicted frames from the KTH dataset are also shown in Fig.
9.

3.4. Conclusion

Our experiment was successful to produce output which
maintained both the spatial as well temporal features prop-

Table 1. PSNR and SSIM Values

‘ ‘ Predicted Frame PSNR SSIM ‘ ‘
1 31.81 0.868
2 31.82  0.869
3 31.845 0.870
4 31.88 0.873
5 31.90 0.875

GROUND TRUTH FRAMES

Frame 2 Frame 5

PSNR: 31.88 31.85 31.89 3191 31.90
SSIM : 0.8794 0.8806 0.8818 0.8850 0.8859

Fig. 7. Evaluation on a sample (UCF101).

GROUND TRUTH FRAMES

RERRE

PREDICTED FRAMES

ST [T

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5

PSNR : 3175 31.80 3180 3185 3191
SSIM : 0.8577 0.8587 0.8568 0.8623 0.8648

Fig. 8. Evaluation on a sample (UCF101)

Fig. 9. Output of Our Experiment (KTH).

erly. Though it was noticed that the few frames that were
predicted at the last were a bit blurry. The future aspect of
our experiment is to find a better method that will improve
the spatial quality of the last few frames. The loss function
used in our experiment also has a scope of improvement.
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