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ABSTRACT

Despite significant advances in recent years, the problem of
image stitching still lacks a robust solution. Most of the fea-
ture based image stitching algorithms perform image align-
ment based on either homography-based transformation or
content-preserving warping. Pairwise homography-based ap-
proach miserably fails to handle parallax whereas content-
preserving warping approach does not preserve the structural
property of the images. In this paper, we propose a nonlin-
ear optimization to find out the global homographies using
pairwise homography estimates and point correspondences.
We further compute local warping based alignment to miti-
gate the aberration caused by noises in the global homogra-
phy estimation. To this end, we incorporate geometric as well
as photometric constraints to design our cost function which
is minimized to obtain better alignment after the global reg-
istration, thus producing accurate image stitching. Experi-
mental results on various open datasets demonstrate that our
proposed method outperforms state-of-the-art image stitching
algorithms.

Index Terms— Image Stitching, Feature, SIFT, Homog-
raphy, Panorama

1. INTRODUCTION

Image stitching is the procedure of combining multiple im-
ages to construct a panoramic image, which is an expression
of virtual reality. It is a popular technique to warp a set of
visually overlapped images into a single one to obtain a wider
field of view (FOV) which can help in many robotic inspec-
tion systems like [1, 2, 3]. Image stitching procedure has
three major steps - Spatial Calibration, Image Alignment and
Blending. The purpose of spatial calibration is to reduce the
optical defects and gain correction. The second step calcu-
lates the transformation between calibrated image pairs and
aligns the images based on the transformation. In the last
step, blending technique corrects the misalignment of arte-
facts. There exists two type of approaches to solve the image
stitching problem - direct approach [4, 5, 6, 7] and feature-
based approach [8, 9, 10, 11]. The objective of direct ap-
proaches is to calculate the suitable homography [12] matrix
by minimizing the intensity differences of all overlapped pix-
els between an image pair. Higher execution time and limited

range of convergence [13] are two main disadvantages of di-
rect approaches. Feature-based approaches calculate homog-
raphy between image pairs using matched features. We chose
feature-based approach in this work to stitch images as it is
more robust and faster than direct methods. Image alignment
using feature-based approach can be categorized in two ma-
jor ways 1) homography-based transformation [11, 14] and 2)
content-preserving warping [15, 16]. The major advantages
of homography-based approaches are, warps images globally
and thus preserves structural property of images, avoid local
distortions. Majority of the homography-based image stitch-
ing methods calculate the transformation based on linear algo-
rithms, which ignore few parameters like lens distortion and
leads to improper image stitching. But homography based ap-
proach miserably fails to handle parallax where the image is
non-planar. In this paper, we introduce a novel image stitch-
ing method to overcome the above problems. The major con-
tributions of our proposed approach are:

• We propose a nonlinear optimization that estimates ac-
curate homography.

• The proposed multiple constrained local warping method
produces robust and better image alignment.

2. RELATED WORKS

Image Stitching is a well-researched topic in the vision com-
munity. Very first work on this field is proposed by David
L. Milgram [4], where multiple overlapping images are com-
bined into a photomosaic based on geometric registration.
Brown et al. [11] first propose a fully automatic panorama
creation framework, where the authors use object recognition
techniques to calculate the overlapping region between two
images based on invariant local features. In [14], Brown
et al. use invariant local features to find matches between
images. The authors use the direct linear transformation
(DLT) to calculate global homography based on SIFT fea-
ture matches. These homography based approaches can’t
handle large parallax and often generates ghost artefacts. To
reduce these ghost artifacts, local warping methods can be
useful and Shum et al. [15] present a similar work. The
authors first align the images based on global homography
and then refine that using local warping guided by local
motion. Zaragoza et al. [17] present a moving DLT based
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globally projective warping approach that also allows lo-
cal non-projective deviations to handle parallax. However,
this method is sensitive to the quality and number of feature
points. Ziang et al. [16] present a hybrid alignment model by
combining homographies and content-preserving warping to
handle parallax at the same time to avoid objectionable local
distortion. The procedure pre-aligns input images using the
optimal homography and locally refine the alignment using
content-preserving warping. Similarly, Li et al. [18] present
a warping based motion model incorporating both point and
line to preserve geometrical and structural information of
scenes. The problem of these approaches is that it strongly
depends on the accuracy of feature matching and thus can
not handle the noise present in feature correspondences. Pho-
tometric constraint is a widely used technique to overcome
this scenario. Chen et al. [19] present a similar approach
combining homography and mesh based local warping. The
authors use line and point features to calculate global ho-
mography. For refinement, they use a local warping method
incorporating photometric as well as geometric constraints.
The authors propose a complex and redundant cost function
based on point, line, intensity value, mesh, and edge. In this
paper, we propose a simpler approach that generates better
accuracy.

3. METHODOLOGY

Our proposed approach adopts a dual image alignment
method. The first stage estimates a global homography using
feature correspondences. This global homography aligns the
images and stitches them initially. The second stage estimates
local warping using a mesh model in the overlapping regions
that smoothen the image boundary for a better stitching. We
use pyramidal blending [20, 21] to get final stitched image.

3.1. Global Homography Estimation

We use point features for estimating initial global homogra-
phy. We use Lowe’s SIFT algorithm [22] in order to obtain
point correspondences and obtain a set of matched features
ψ1 using the implementation of VLFeat [23]. We also de-
rive another set of matched point correspondence ψ2 using
similar way as explained in [24]. We uses an union of both
the point correspondence sets ϕnoisy = ψ1

⋃
ψ2 for global

homography estimation. A standard practice in the state-of-
the-art is to use Direct Linear Transformation (DLT) with ran-
dom sample consensus (RANSAC) [25] to estimate homog-
raphy. This type of homography estimation is erroneous and
can only stitch images roughly with a lot of misalignments
[26, 19]. Therefore, we introduce a further a nonlinear least-
square optimization for better estimation of the homography.
Let Is and Id be an image pair to be stitched and there ex-
ists a set θ of such pairs. We estimate all such pairwise ho-
mographies using DLT with RANSAC. Each pair generates

a pairwise homography matrix Hsd and a set of inlier point
correspondence ϕ. Our nonlinear optimization further uses
these pairwise homography and inlier point correspondences
to estimate global homographies which can stitch a set of im-
ages more accurately than pairwise homographies. The cost
function is

Cω =
∑

Is,Id∈θ

∑
i∈ϕ

| (H−1
d Hs)xi−x

′
i |2 +λ∗FR(Hsd, (H−1

d Hs))

(1)
where xi and x

′

i represent the i-th pair of matching feature
point in the images Is and Id respectively. Hs and Hd are
the global homographies for images Is and Id respectively.
FR(A,B) represents the Frobenius norm between matrix A
and B. The first part of Equation 1 calculates the error af-
ter warping a feature point from the image Is to the stitched
image and subsequently from the stitched image to the im-
age Id using global homography Hs and Hd. Figure 1(a)
explain this warping pictorially where every point correspon-
dence warp from image Is to image Id similarly. The second
part of Equation 1 constrains the global homography matrices
which restricts the homography estimation unboundedly. λ is
the balancing weight between these two parts of the Equa-
tion 1 and we set to 0.2 in our implementation and give less
priority to pairwise homography compared with point corre-
spondences because of erroneous pairwise homography esti-
mation using DLT.
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Fig. 1. (a) Relation between global homographies and pair-
wise homography matrices of image pair Is and Id. (b) V3
point is linear combination of point V1 and V2.

We refer this global homography calculation and align-
ment as initial alignment where misalignment may exists due
to the error in the point correspondences set ϕ and pairwise
homography matrices Hsd. The proposed local warping (de-
scribed in Sec. 3.2) further rectify these misalignments on the
overlapping regions as well as the edge boundaries.

3.2. Local Warping

In the local warping step, we concentrate on the overlapped
regions between every pair of images. We introduce three dif-
ferent constraints in cost formulation of local warping. Equa-
tion 2 represents the cost function for local warping.
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CL = CD + δ1CP + δ2CG (2)

where CD, CP , CG represent the cost for data term, pho-
tometric term, geometric smoothness term respectively. Data
and photometric terms tries to rectify the misalignments lo-
cally whereas the geometric term ensures a smoothness in ob-
ject geometry. δ1 and δ2 are two balancing weights and we set
them to 0.7 and 0.9 respectively in our implementation. We
minimize this quadratic cost function and consider to be con-
verged when the average change in pixel movement below to
a single pixel.

3.2.1. Data Term

We obtain the feature correspondences between all the
aligned image pairs. The locations of these feature corre-
spondences are not exactly same due to the error present in
the global alignment. Let an aligned image pair be Isal and
Id

al which we refer as input images and Iso and Ido are the
corresponding output warped images. We take the midpoint
xmi as the center of i-th point correspondence on input image
pair and warp to match with the corresponding midpoint.
Equation 3 represents the cost of data term.

CD =
∑
i∈ϕ

| xosi − xmi |2 + | xodi − xmi |
2

(3)

where xosi and xodi are the warped feature points in images
Is

o and Ido respectively.
We take nine corner points Pij , (j = 1, 2, ..., 9), within a

12x12 window around i-th feature correspondence ∀i ∈ ϕ on
input images and represent the i-th feature point with a bicu-
bic interpolation of the nine corner enclosed region. Warped
feature points xosi and xodi are calculated using Equation 4.

xoi =

9∑
j=1

wT
i,jP

o
ij (4)

where the vector wi,j contains the bicubic interpolation
coefficients. P o

ij is the nine corner points on the warped im-
ages.

3.2.2. Photometric Term

We introduce a photometric constraint for local warping
based on photometric correctness between the image pairs.
We create a point set β using sampled points in the overlapped
regions and all points on edge boundaries of the overlapping
regions. Our cost function matches the intensity of this point
in β using Equation 5

CP =
∑
k

| Is(xok)− Id(xk) |2 (5)

where xk is the k-th point where k ∈ β and xok is the cor-
responding warped point using a bicubic interpolation. Is(.)
and Id(.) represents the intensity of source and destination
images.

3.2.3. Geometric Smoothness Term

We have added a geometric constraint introducing a unique
mesh model. We create a point set φ by choosing uniformly
sampled points on the edge boundary of the overlapping re-
gions along with matched point correspondences. We fur-
ther create a triangular mesh by delaunay triangulation [27]
using points in φ which represents a geometric structure of
the overlapping regions. We define the geometric smoothness
similar to [28], where any triangle of the mesh is represented
as 4V1V2V3 and V3 is linearly dependent on V1 and V2. V3
can be expressed as

V3 = V1 + u(V2 − V1) + v

[
0 1
−1 0

]
(V2 − V1) (6)

where u and v are two scalars can be computed from V1,
V2 and V3 as explained in Figure 1(b). The warped triangle
4V o

1 V
o
2 V

o
3 should ensure the similar relation using the u and

v in order to achieve a smooth mesh warping. Therefore, the
geometric smoothness term is defined as

CG =

4n∑
t=1

| V o3 − (V o1 +u(V o2 −V o1 )+v
[
0 1
−1 0

]
(V o2 −V o1 )) |2

(7)
where 4n represents the total number of triangle present

in the mesh.

4. EXPERIMENTAL RESULTS

We use an Intel i7-8700 (6 cores @3.7-4.7GHz) to implement
the proposed approach in C++. The average warp estimation
time between a pair of images of around 1024x720 is around
3-4 seconds where majority time is spent on feature detection
and matching.

We evaluate the performance of our proposed approach
in comparison with three feature based state-of-the-art meth-
ods with open dataset used in [17, 18, 19] and captured by
ourselves. We present both quantitative and qualitative com-
parison with previous methods which shows our proposed ap-
proach performs better than the state-of-the-art.

4.1. Quantitative Evaluation

We evaluate our proposed approach on publicly available
datasets used in [19]. Every data has multiple images with
at least 30% overlapping. We exclude low textured data
from our evaluation because our proposed approach is feature
based. We calculate Root Mean Square Error (RMSE) of one
minus normalized cross-correlation (NCC) around a local
neighbouring window of 3x3 for all pixels in the overlapping
regions between image pairs.

RMSE(Is, Id) =

√
1

π

∑
(1−NCC(xs, xd))2 (8)
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Data APAP DF-W MCC Proposed
temple 6.39 3.39 2.57 3.105
school 12.20 9.89 10.85 9.736
outdoor 11.90 9.52 6.75 7.433
rail 14.80 10.58 9.81 8.317
building 6.68 4.49 3.74 3.698
square 19.90 16.83 12.55 10.255
house 19.80 19.57 14.57 13.113
courtyard 38.30 36.23 29.17 30.258
villa 6.72 5.20 5.41 5.332
girl 5.20 4.81 5.05 4.726
park 11.07 8.18 5.85 7.528
road 2.28 4.59 1.67 1.917

Table 1. RMSE error comparison among APAP: as-
projective-as-possible method [17]; DF-W: dual-feature
method [18], MCC: multiple combined constraint
method [19] and our proposed approach.

where π is the total number of pixels in the overlapping
regions between images Is and Id. xs and xd are the pixels in
images Is and Id respectively.

Table 1 presents the RMSE comparison with previous
methods. We can conclude from the comparison that the dual
feature method performs better homography estimation than
a single point feature. But outdoor datasets where a large
amount of point feature presents, feature based homography
estimation is very accurate. This indicates the accuracy of
global homography estimation increases with the number of
matched features. Our proposed approach uses only point
features for global homography estimation where feature
points are included from both edges and SIFT [22] matching
that yields better homography estimation.

4.2. Qualitative Evaluation

Figure 2 shows a qualitative comparison between DF-W [18]
and our proposed approach. We execute the comparison on
rail data [19] where the main challenge is to merge the rail
tracks. Our proposed approach outperforms compare to DF-
W [18] in merging the tracks.

Figure 3 presents the qualitative result of our proposed
approach which shows global homography estimation using
only SIFT [22] point correspondences is erroneous. The
edges and overlapping boundaries are not aligned due to lack
of matched features in those areas. The result improves sig-
nificantly by adding more matched point features on edges
and overlapping boundaries. Local warping produces the best
alignment.

5. CONCLUSION

We present a novel image stitching approach where im-
ages are initially aligned using a global homography es-
timation and further rectify misalignments using a multi-

Fig. 2. Qualitative comparison between DF-W [18] and our
proposed approach on rail data [19]. First Row: Stitched
image using DF-W [18] where misalignment presents in rail
tracks. Second Row: Stitched image using our proposed ap-
proach where rail tacks are perfectly aligned.

Fig. 3. Qualitative representation of proposed different con-
straints. First Row Left: Stitched blended image with only
global homography using point correspondence set ψ1 instead
ofϕnoisy . There are highest alignment error; First Row Right:
Stitched image with data term and photometric term using
point correspondence set ϕnoisy; The stitched image is with-
out blend to show the misalignment. Second Row: Stitched
image with all proposed constraints.

constrained local warping approach. We use photometric as
well as geometric constraints in local warping to achieve a
smooth structure-preserving stitching among overlapping im-
ages. Evaluation of our proposed approach on different open
datasets shows better accuracy than state-of-the-art methods.
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