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ABSTRACT
Object localization aims at localizing the object in a given
image. Due to the recent success of convolutional neural net-
works (CNNs), existing methods have shown promising results
in weakly-supervised learning fashion. By training a classi-
fier, these methods learn to localize the objects by visualizing
the class discriminative localization maps based on the clas-
sification prediction. However, correct classification results
would not guarantee sufficient localization performance since
the model may only focus on the most discriminative parts
rather than the entire object. To address the aforementioned
issue, we propose a novel and end-to-end trainable network
for weakly-supervised object localization. The key insights to
our algorithm are two-fold. First, to encourage our model to
focus on detecting foreground objects, we develop a salient
object detection module. Second, we propose a perceptual
triplet loss that further enhances the foreground object detec-
tion capability. As such, our model learns to predict objectness,
resulting in more accurate localization results. We conduct
experiments on the challenging ILSVRC dataset. Extensive
experimental results demonstrate that the proposed approach
performs favorably against the state-of-the-arts.

Index Terms— Weakly-supervised object localization

1. INTRODUCTION

Object localization is an active research topic in computer
vision that aims at predicting the boundaries of the object in
a given image. With a wide range of applications ranging
from, object segmentation [1, 2], saliency detection [3, 4],
object detection [5], semantic matching [6], to person re-
identification [7], object localization has received substantial
attention from academia. Nevertheless, due to the presence of
background clutter, occlusion, and large intra-class appearance
variations, object localization remains a challenging task.

With the advances of convolutional neural networks
(CNNs), numerous CNN-based methods are proposed to
tackle the aforementioned issues. While directly training
a bounding box estimator could result in superior localiza-
tion performance, the dependency of manual supervision
would restrict the method’s scalability. In addition, collect-
ing large-scale datasets with manually annotated bounding
boxes, however, is expensive and labor-intensive. To address
this issue, several weakly-supervised methods [8, 9, 10] are

(a) Existing methods. (b) Ours.

Fig. 1: Visual comparisons. (a) Existing methods may only
localize the most discriminative part (e.g., the wheels of the
bicycle) when performing image classification. (b) Our pro-
posed approach takes into account the salient object detection,
resulting in more accurate localization result.

proposed. Using only weak image-level supervision (i.e.,
class labels) to train a classifier, these methods are capable of
localizing objects in the given images by utilizing the class
activation maps (CAMs). While promising results have been
shown, these methods still suffer from the following limitation.
Training a classifier that can correctly classify objects does not
guarantee sufficient localization performance since the model
may only localize the most discriminative parts of an object to
achieve correct classification results.

In this paper, we propose an end-to-end trainable network
for weakly-supervised object localization. To encourage our
model to focus on detecting foreground objects, we develop
a salient object detection module. As shown in Fig. 1, with
the integration of the salient object detection module, our
model learns to detect foreground regions while performing
classification, resulting in more accurate localization results.
To enhance the foreground detection ability, we propose a
perceptual triplet loss. We evaluate the effectiveness of our
approach on the ILSVRC dataset. Extensive experimental
results show that the proposed approach performs favorably
against the state-of-the-art methods.

The contributions of this paper are highlighted as follows.

• We propose an end-to-end trainable network for weakly-
supervised object localization.

• We propose a perceptual triplet loss which further im-
proves the localization capability.

• Extensive comparisons with existing algorithms demon-
strate that the proposed approach achieves the state-of-
the-art performance.
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Fig. 2: Overview of the proposed model. Our model is composed of four sub-networks, including an encoder E (for feature
extraction), a classifier C (for performing image classification), a decoder D (for detecting salient objects), and an ImageNet-
pretrained network F (for enhancing the capability of salient object detection). The model training is driven by the classification
loss Lcls, the map loss Lmap, and the perceptual triplet loss Ltri.

2. THE PROPOSED APPROACH

In this section, we first present an overview of the proposed
approach. We then describe the details of the proposed frame-
work for weakly-supervised object localization.

2.1. Algorithmic overview

Let X = {xi}Ni=1 be a set of images and denote its corre-
sponding label set as Y = {yi}Ni=1, where xi ∈ RH×W×3

and yi ∈ R represent the ith image and its corresponding
class label, respectively. Our goal is to learn a CNN-based
model that can produce accurate object localization results
by performing a classification task using only weak image-
level supervision (i.e., class label). This task is referred to as
weakly-supervised object localization since no ground truth
bounding box annotations are used during training.

Network. As shown in Fig. 2, our model comprises four
sub-networks: the encoder E , the decoder D, the classifier C,
and the ImageNet-pretrained network F . To achieve weakly-
supervised object localization, the encoder E learns to extract
semantic feature maps. The classifier C takes the extracted
feature maps as inputs to perform image classification. To
encourage our model to focus on detecting foreground object,
the decoder D learns to predict objectness based on the ex-
tracted feature maps. To further improve the capability of
detecting salient objects, the proposed perceptual triplet loss
Ltri is introduced to (1) minimize the appearance discrepancy
between the input image and its foreground image while (2)
maximizing the dissimilarity between the foreground image
and the background image.

As for testing, the decoder D and the ImageNet-pretrained
network F are discarded (i.e., only the encoder E and the clas-
sifier C are left). Thus, our proposed framework does not have
additional computational overhead during inference. Given
an input image, we forward it to the encoder E to extract its
feature map. We then pass the feature map to the classifier
C. Based on the classification prediction, we obtain the cor-

responding class activation map for the input image. In the
following, we elaborate each component in details.

2.2. CAM for weakly-supervised object localization

Encoder E . Given an input image x ∈ X1, we pass x to
the encoder E to obtain its feature map f = E(x) ∈ Rh×w×d,
where d denotes the number of channels.

Classifier C. To perform classification using labeled infor-
mation from training data, we introduce a classifier C. The
input of the classifier C is the feature vector v from the global
average pooling (GAP) layer on the extracted feature map f ,
i.e., v = GAP(f) ∈ Rd. Specifically, we define the classifi-
cation loss Lcls using the labeled data to train the classifier C
and the encoder E as

Lcls(X,Y ; E , C) = −E(x,y)∼(X,Y )

K∑
k=1

ŷk log(ỹk), (1)

where ỹ = C(f) ∈ RK is the classification prediction, ŷ ∈
RK is the ground truth one-hot vector, and K is the number
of classes.

We note that weighted classification loss proposed by
Chen et al. [11] can also be adopted to improve the image
classification performance.

2.3. The proposed salient object detection module
To encourage our model to focus on localizing foreground ob-
ject, we develop a salient object detection module that consists
of two network components, including a decoder D and an
ImageNet-pretrained network F .

Decoder D. To allow our model to focus on detecting fore-
ground object, we introduce a decoder D that takes in the
extracted feature map f and learns to predict objectness. To
achieve this, we introduce a map loss Lmap. Our key insight is
that encouraging our model to predict objectness would result

1We often omit the subscript i, denote input image as x, and represent its
corresponding class label as y for simplicity.
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in better localization capability. To achieve this, we generate a
pseudo saliency map for each input image by averaging a set of
object proposals generated by an off-the-shelf object proposal
algorithm, e.g., unsupervised geodesic object proposals [12]
used in this work. Using the pseudo saliency map Mp for
input image x, we define the map loss Lmap as

Lmap(X; E ,D) = ‖Mp −D(E(x))‖2, (2)

where the map loss Lmap is defined by using the L2 norm.

ImageNet-pretrained network F . To further enhance the
foreground object detecting capability, we propose the per-
ceptual triplet loss Ltri by introducing an auxiliary ImageNet-
pretrained network F . The perceptual triplet loss Ltri en-
hances the quality of the saliency prediction produced by the
decoder D based on two criteria: (1) low input image and
foreground image distinctness and (2) high foreground image
and background image discrepancy. As shown in Fig. 2, the de-
coder D produces saliency map D(x) for each input image x.
With the saliency map D(x), we can generate the foreground
image xf and the background image xb for image x. Namely,

xf = D(x)⊗ x, and (3)

xb = (1−D(x))⊗ x, (4)

where ⊗ represents the pixel-wise multiplication between the
two operands.

We then apply an ImageNet-pretrained network F to x,
xf and xb and extracts their semantic feature vectors F(x),
F(xf ), and F(xb), respectively. The perceptual triplet loss
Ltri is then defined as

Ltri(X; E ,D,F) = dneg − dpos, (5)

dpos =
1

n
‖F(x)−F(xo)‖22, and (6)

dneg =
1

n
‖F(xo)−F(xb)‖22, (7)

where constant n = 2, 048 is the dimension of the semantic
features produced by the ImageNet-pretrained network F .

2.4. Full objective

Overall, the full objective for training the proposed model can
be expressed as

L(X,Y ; E , C,D,F) = Lcls(X,Y ; E , C)
+ Lmap(X; E ,D)
+ Ltri(X; E ,D,F).

(8)

2.5. Implementation details

We implement our model using PyTorch. For the encoder E
and the classifier C, we use the same modified AlexNet (i.e.,
AlexNet-GAP) and GoogLeNet (i.e., GoogLeNet-GAP) as in-
troduced in [8]. For the decoder D, it contains five blocks,
each of which is composed of one deconvolutional layer and
two convolutional layers. We add skip connections between
each block of the encoder E and the decoder D to facilitate
saliency prediction and encourage more efficient gradient prop-
agation. The ImageNet-pretrained network F is the ResNet-50
and is fixed during the course of training. The encoder E , the
classifier C, and the decoder D are all randomly initialized.
We apply data augmentation techniques by random cropping
and horizontal flipping. The batch size is set to 32. We train
our model for 100 epochs using the Adam optimizer [13] with
learning rate 1× 10−2.

3. EXPERIMENTS

We describe the experimental settings for evaluating weakly-
supervised object localization in this section.

3.1. Settings

We evaluate our approach on a standard benchmark: the
ILSVRC dataset [14]. We evaluate the effectiveness of the pro-
posed approach using two standard CNNs: the AlexNet [15]
and the GoogLeNet [16]. Following Zhou et al. [8], we re-
move the fully-connected layers before the output and replace
them with a global average pooling layer and a fully-connected
layer with softmax serves as the activation function.

3.2. Evaluation protocol

We evaluate the proposed approach on two tasks: object local-
ization and image classification.

Localization. For weakly-supervised object localization, we
adopt the GT-known Loc and the Top-1 Loc as the eval-
uation metrics. For GT-known Loc, we obtain the corre-
sponding class activation map with respect to the classification
ground truth. For the Top-1 Loc, we obtain the correspond-
ing class activation map with respect to the top-1 classification
result. With the class activation map, we generate the bounding
box by using the method proposed in [8].

Classification. For image classification, we compute the top-
1 classification accuracy denoted as Top-1 Class.

3.3. Experimental results using AlexNet.
We compare our proposed approach with two existing weakly-
supervised object localization methods: AlexNet-GAP [8]
(adopts the CAM [8] method) and AlexNet-HaS [10] (adopts
the Grad-CAM [8] method). As shown in Table 1, our method
achieves 67.23% in GT-known Loc, 44.16% in Top-1
Loc, and 62.01% in top-1 Class. The proposed method
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Table 1: Experimental results on the ILSVRC dataset [14] us-
ing the AlexNet [15] architecture. The bold numbers indicate
the best results.

Method GT-known Loc (%) Top-1 Loc (%) Top-1 Class (%)

AlexNet-GAP [8] 54.90 36.25 60.23

AlexNet-HaS [10] 58.68 37.65 58.68

Ours w/o Lmap 59.30 38.78 60.25

Ours w/o Ltri 60.23 39.98 60.44

Ours 67.23 44.16 62.01

Image Pseudo Map AlexNet-GAP Ours

Fig. 3: Visual comparisons.. We present the qualitative re-
sults using the AlexNet [15] architecture. We observe that our
method produces more accurate localization result.

performs favorably against the state-of-the-art methods, out-
performing the previous best competitor [10] by 8.55% in
GT-known Loc, 6.51% in Top-1 Loc, and 3.33% in
top-1 Class. Our performance gain can be ascribed to
the following factor. Unlike most existing methods that only
learns a classifier, our method further takes into account salient
object detection. With the proposed salient object detection
module, our model learns to focus on detecting foreground
objects, resulting in better localization performance.

Ablation study. To analyze the importance of the proposed
components (i.e., the map loss Lmap and the perceptual triplet
loss Ltri), we conduct an ablation study using AlexNet [15].
As shown in Table 1, without the map loss Lmap, our model
suffers 7.93% and 5.38% performance drops in GT-known
Loc and Top-1 Loc, respectively. On the other hand, if
our model is trained without the perceptual triplet loss Ltri,
our model suffers 7.00% and 4.18% performance drops in
GT-known Loc and Top-1 Loc, respectively. These re-
sults indicate that while our model is still able to reliably
perform image classification, without either of the proposed
loss functions, the proposed model is not able to accurately
localize the foreground object. We note that if both of the
proposed losses are turned off, our results will be reduced to
those of AlexNet-GAP [8] since our encoder and classifier are
the same as their model. The ablation experiments show that
all the proposed loss terms play crucial roles in achieving the
state-of-the-art performance.

3.4. Experimental results using the GoogLeNet.
We also evaluate the effectiveness of the proposed approach
using the GoogLeNet [16]. Table 2 reports the experimental
results. Our method achieves 66.23% in GT-known Loc,
51.30% in Top-1 Loc, and 74.56% in top-1 Class. The
proposed method performs favorably against the state-of-the-

Table 2: Experimental results on the ILSVRC dataset [14]
using the GoogLeNet [16] architecture. The bold numbers
indicate the best results.

Method GT-known Loc (%) Top-1 Loc (%) Top-1 Class (%)

GoogLeNet-GAP [8] 58.41 43.60 71.95

GoogLeNet-HaS [10] 59.93 44.78 70.37

Ours w/o Lmap 61.13 46.01 71.90

Ours w/o Ltri 62.74 46.47 72.03

Ours 66.23 51.30 74.56

Fig. 4: Qualitative results.. We present more visual results.
We observe that the proposed salient object detection module
effectively encourages our model to accurately localize objects
with only weak image-level supervision.

art methods and outperforms the previous best competitor [10]
by 6.3% in GT-known Loc, 6.52% in Top-1 Loc, and
4.19% in top-1 Class. We also observe that without either
the map loss Lmap or the perceptual triplet loss Ltri, our
model suffers significant performance drops in terms of the
localization performance.

With these experiments, we confirm that the unique design
of the proposed salient object detection module as well as the
proposed loss terms allow our model to simultaneously focus
on detecting the foreground objects while performs image clas-
sification. With only weak image-level supervision (i.e., class
label), our model achieves the state-of-the-art performances.

4. CONCLUSIONS

We have presented a weakly-supervised and end-to-end train-
able network for object localization. The core technical novelty
of our approach lies in the integration of a salient object de-
tection module to encourage our model to predict objectness
while performing image classification. To further enhance
the foreground object capability, we propose the perceptually
triplet loss which minimizes the xxx while maximizes the
figure-ground distinctness. We further investigate the multi-
scale architecture which effectively improves the localization
capability. Our network training requires only weak image-
level supervision and thus significantly alleviates the cost of
constructing and labeling large-scale training datasets. Ex-
perimental results demonstrate that our approach performs
favorably against existing weakly-supervised object localiza-
tion algorithms on one standard benchmark. We hope that
our method could facilitate other vision tasks such as object
segmentation, saliency detection, and object detection.
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