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ABSTRACT

Weakly supervised semantic segmentation with image-level
labels is of great significance since it alleviates the depen-
dency on dense annotations. However, it is a challenging task
as it aims to achieve a mapping from high-level semantics
to low-level features. In this work, we propose a three-step
method to bridge this gap. First, we rely on the interpretable
ability of deep neural networks to generate attention maps
with class localization information by back-propagating gra-
dients. Secondly, we employ an off-the-shelf object saliency
detector with an iterative erasing strategy to obtain saliency
maps with spatial extent information of objects. Finally, we
combine these two complementary maps to generate pseudo
ground-truth images for the training of the segmentation net-
work. With the help of the pre-trained model on the MS-
COCO dataset and a multi-scale fusion method, we obtained
mloU of 62.1% and 63.3% on PASCAL VOC 2012 val and
test sets, respectively, achieving new state-of-the-art results
for the weakly supervised semantic segmentation task.

Index Terms— Semantic segmentation, attention maps,
object saliency, weakly supervised learning, deep convolu-
tional neural network

1. INTRODUCTION

Human cognition is formed gradually through the process
of continuous exploration of our surroundings. This process
involves significant supervisory information provided by ex-
ternal feedback. A large body of research has focused on
developing machines with the learning ability of humans. For
semantic segmentation, the prediction accuracy relies heavily
on a large number of pixel-level labels, which comes at a pro-
hibitively high human annotation cost. In contrast, humans
perform semantic segmentation without the need of such
fine pixel-level supervision and information. They instead
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rely only on weak supervision. Inspired by this observa-
tion, a number of weakly supervised semantic segmentation
approaches have been proposed, with the following weak su-
pervision categories: bounding boxes [1], scribbles [2], points
[3] and image-level labels [4, 5, 6]. Among them, image-level
labels are the most popular and economical setting, as they
are simple and easy to collect.

Weakly supervised semantic segmentation is commonly
achieved in a two-step pipeline. Pseudo or approximate
ground-truth training images are first generated and then
used to train a segmentation model. For the first step,
most approaches rely on a technique called Class Activa-
tion Map (CAM) [7] to produce object localization cues.
CAM modifies image classification convolutional neural net-
work (CNN) architectures by removing the fully-connected
(FC) layers. It instead adds a Global Average Pooling (GAP)
layer in the penultimate layer before the last prediction layer.
Therefore, the modified networks are capable of localizing
class-discriminative regions in the image. Similar techniques
based on Global Max Pooling (GMP) [8] and log-sum-exp
pooling [9] have also been investigated. However, such ap-
proaches sacrifice model complexity and performance for an
improved transparency into the working of the model. Ram-
prasaath [10] recently proposed a more generalized class-
discriminative object localization technique “Grad-CAM”.
This approach can highlight in the image the regions which
are important for prediction by using the gradients of the
target on the final convolutional layer. Without a change in
architecture, Grad-CAM can be applied to a wide variety of
CNN models.

Once object localization cues are obtained, prior works
expand the sparse cues to achieve better-quality pseudo
ground-truth mainly in three ways: i) Discovering the non-
discriminative regions, based on common object features. In
[11], a region classification network trained on superpixels,
labeled with the initial object localization cues, is proposed.
This network can be used to predict classes of unlabeled re-
gions. In [12], based on the traditional seeded region growing
method, the regions are grown from the initial object local-
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ization cues depending on their proposed similarity criterion,
in which output probabilities from the segmentation network
are used as pixel features. ii) Modifying image classification
CNN architecture for improving performance of CAM and
Grad-CAM. Wei et al. [6] take advantage of “dilated convolu-
tion” with enlarged receptive field to incorporate context and
achieve dense object localization maps, by adding multiple
dilated convolutional blocks of different dilated rates to the
image classification network. Li et al. [13] designed guided
attention inference networks with two identical branches.
One branch takes as input the image, of which the most dis-
criminative regions located by the other branch are erased.
As this process is constrained by an attention mining loss,
it guides the other branch to discover the whole object of
interest. iii) Using objectness priors. Off-the-shelf saliency
detectors are commonly used to provide information about
the extent of objects, which is complementary to object local-
ization cues. In [14], a hierarchical saliency detection method
is proposed based on [15], to generate better object saliency
maps, thus achieving improved-quality pseudo ground-truth
when combined with object localization cues.

After obtaining pseudo segmentation ground-truth, gen-
eral semantic segmentation models can be trained in a fully
supervised manner. Specially, in order to ensure that segmen-
tation prediction is consistent with the image-level labels,
Kolesnikov et al. [4] proposed a global weighted rank-
pooling to aggregate segmentation scores into classification
scores and apply a standard classification loss. Similarly,
in [5, 6], segmentation predictions are aggregated via GAP
to produce classification scores, which are further used as
weights for the segmentation score maps. Both classification
scores and weighted segmentation maps are used auxilliarily
to optimize the segmentation network.

In this work, we propose an improved approach based
on Grad-CAM and class-agnostic saliency detection to gen-
erate pseudo segmentation ground-truth with image-level la-
bels. Our work achieves a mloU of 62.1% and 63.3% on val
and test of the PASCAL VOC 2012 benchmarking, respec-
tively, achieving new state-of-the-art results.

2. APPROACH

In this section, we describe the pseudo segmentation ground-
truth generation, and the multi-scale image segmentation for
weakly supervised semantic segmentation with image-level
labels.

2.1. Pseudo segmentation ground-truth generation

To generate pseudo segmentation ground-truth, we rely on
attention maps generated from an image classification net-
work and class-agnostic saliency maps obtained from an ob-
ject saliency detector. The attention maps provide class in-
formation of sparse object regions in the image, while the
saliency maps inform the spatial extent of objects. Given that
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Fig. 1. Pseudo segmentation ground-truth generation.

Saliency map

these two sources of information are complementary, they
can thus be merged to produce pixel-wise annotation maps,
which can be used as pseudo segmentation ground-truth im-
ages. This procedure is illustrated in Figure 1.

2.1.1. Attention maps generation

Among existing class-discriminative localization techniques,
Grad-CAM was chosen because it provides superior inter-
pretability and faithfulness to the original model. Therefore,
we employed Grad-CAM to generate our attention maps.

In order to obtain the attention map of a target class c for
a given image I, we need to first compute the gradients of
the target class score y¢ (before the softmax layer) to the k-
th activation map A* from a convolutional layer of an image
classification network. Then the importance of this activation
map to the target class c can be computed by globally averag-
ing the gradients:

1 ady*
ot "
% J 2

where N denotes the number of pixels in the activation map.

Finally, the Grad-CAM attention map is computed by ap-
plying a ReLU to the weighted linear combination of activa-
tion maps:

A® = ReLU() _ ajA¥) )
k

Note that the ReLU operation ensures that only features with
a positive influence on the target class are taken into account.

2.1.2. Saliency maps generation

In this work, we use an off-the-shelf saliency object detector,
DHSNet [15] which was trained on images with correspond-
ing ground-truth saliency masks, to generate saliency maps
of training images. Considering that common saliency object
detectors often fail to detect occurrences of multiple object
instances in an image, we follow the iterative erasing strategy
that was used in [5, 14] to discover more regions of salient
objects. Specifically, we first obtain the initial saliency confi-
dence map by feeding the input image through the DHSNet.
Then, we define highly salient regions by setting a threshold
to the saliency confidence map and erase the corresponding
regions in the input image. Next, we repeat the aforemen-
tioned steps but replace the input image with the erased image
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Algorithm 1 Pseudo segmentation ground-truth generation

Input: C: Image labels; A: Attention maps; S: Saliency maps;
1, Y2: Thresholds.
Output: G: Pseudo segmentation ground-truth.

1: for each c in C and each location (7, j) do
2 M(c,i, j) = (A°(i,j) + (i, 5)) /2

3: end for

4: for each location (7, j) do

5: if M(c,i,7) < ~10rS(i,j) < 72 then
6: G(i,j) =0

7 else

8: G(i,j) = argmax (M (c,14,7))

9: end if

10: end for

from the last iteration, thus producing multiple saliency object
maps. For instance, in the following experimental section 3,
we applied the erasing step twice and obtained three saliency
maps So(%,5),51(4,5) and Sa(i,7) from the original image,
the image after the first erasing, and the image after the second
erasing, respectively. The final saliency object map was gen-
erated by computing the pixel-wise maximum value of these
three saliency maps:

S(Z,]):MCLI(Sl(Z,j),SQ(Z,]),Sg(’L,j)) 3

Finally, we compute the pixel-wise average of the normal-
ized attention maps and saliency maps, followed by a hard
thresholding operation to obtain the final pseudo segmenta-
tion ground-truth. This procedure is summarized in Algo-
rithm 1.

2.2. Multi-scale image segmentation

For image segmentation, we use the latest most popular sys-
tem “DeepLab”. It re-purposes image classification networks
to the task of semantic segmentation by applying the “atrous
convolution” with enlarged field-of-views of filters for dense
feature extraction.

To improve the network’s ability to handle objects of vary-
ing sizes, multi-scale processing is often effective. DeepLab
v2 [16] uses two methods to deal with scale variability in se-
mantic segmentation. In the first method, multiple (three, i.e.,
0.5, 0.75 and 1, in the experiments of section 3) re-scaled
versions of the original images are fed into parallel DCNNs
with shared weights to produce multiple score maps. The fi-
nal results are obtained by fusing multiple score maps, which
are linearly interpolated to the same resolution, by taking the
maximum response at each location. In the second approach,
“Atrous Spatial Pyramid Pooling (ASPP) ” is used and im-
plemented through multiple parallel atrous convolutional lay-
ers with different sampling rates. For an input image, multi-
ple feature maps extracted from separate branches are further
fused to form the final results.

In this work, we simultaneously use these two multi-scale
strategies. For training, the loss function to be optimized is

the sum of four losses: three losses associated to three multi-
scale outputs and the loss corresponding to the maximum out-
put. In the testing phase, we take the maximum response as
the final predicted output.

3. EXPERIMENTAL RESULTS

Datasets and evaluation metrics. We evaluated our ap-
proach on the PASCAL VOC 2012 segmentation benchmark
[17]. The original dataset has 20 categories and one back-
ground category, and it includes training, validation and
testing splits with 1,464, 1,449 and 1456 images, respec-
tively. Following common practice, we use the augmented
dataset of pixel-wise annotated 10,582 images provided by
[18] for training. The mean Intersection-over-Union (mloU)
of all 21 categories between outputs from the segmentation
network and pixel-level ground-truth is used to evaluate the
performance. The results on the fest set are obtained from the
official PASCAL VOC online evaluation server.

Training/Testing Settings. We use PyTorch [19] to im-
plement our approach. To generate our attention maps using
Grad-CAM, we adopt VGG-16 pre-trained on ImageNet [20]
except for the last classification layer that we changed to 20
nodes. We optimize the image classification network by mini-
mizing a multi-label soft margin loss. For data augmentation,
input images are randomly cropped to 224 x 224, and then
randomly horizontally flipped. We train the network for 15
epochs with a batch size of 30. The initial learning rate is
set to 0.001 (0.01 for the last layer), which is decreased by
a factor of 10 every 6 epochs. In order to mine more salient
objects in the process of generating saliency maps, we per-
form the erasing step twice with thresholds of 0.7 and 0.8,
successively. For each time, the image pixels whose saliency
scores are greater than the threshold are erased and replaced
with the average pixel value. To obtain pseudo segmentation
ground-truth, we set v; and 7y, in Algorithm 1 as 0.2 and 0.06,
respectively, to select background pixels. For the segmenta-
tion framework, we adopted DeepLab-ASPP model with four
branches and large atrous rates (r = 6, 12, 18, 24) built on
ResNet-101, which is initialized with weights from a model
pre-trained on the MS-COCO dataset. We randomly crop the
input images to 321 x 321. For single-scale inputs, we train
the network for 8000 iterations with a mini-batch of 10 im-
ages. The initial learning rate is set to 0.001 and is decreased
by a factor of 10 every 2000 iterations. For multi-scale inputs,
we set the batch size to 1 and train the network for 20K itera-
tions. The initial learning rate is set to 0.00025 and a “poly”
learning rate policy is used as suggested in [16]. At test time,
Conditional Random Fields (CRF) with default parameters
provided in [21] are used to refine the predicted masks from
the segmentation network.

Table 1 reports the effects of the following factors on the
segmentation performance on the PASCAL VOC 2012 val
set: i) transferring weights from the model pre-trained on
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Fig. 2. Qualitative results on the PASCAL VOC 2012 val set. (a) Input images. (b) Ground-truth segmentation. (c) Results
obtained with single-scale inputs. (d) Results obtained with multi-scale fusion. Multi-scale fusion achieves much better results
than single scale when segmenting multiple object instances. It produces accurate boundaries for objects of various sizes.

Table 1. Employing DeepLab-ASPP built on ResNet-101 on
PASCAL VOC 2012 val set. COCO: transferring weights
from the model pre-trained on the MS-COCO dataset; MSC:
training on multi-scale inputs with max fusion.

[ ASPP | COCO [ MSC [ CRF [ mIoU(%) |

v 56.6
v v 58.7
v v 58.5
v v v 60.7
v v v 60.0
v v v v 62.1

the MS-COCO dataset, ii) multi-scale inputs and iii) using
CREF for post-processing. The results in Table 1 demonstrate
that transferring knowledge from the model pre-trained on the
MS-COCO improves performance from 56.6% to 58.5%, an
improvement of 1.5% is achieved when using multi-scale in-
puts, and with CRF post-processing, the performance gain
is 2.1%. Figure 1 shows qualitative visual comparison of
the model’s results using single-scale inputs and multi-scale
inputs for training. We can observe that multi-scale fusion
yields better results in segmenting multiple object instances
such as “bike” and “chair” in the first and 4-th columns and
producing more accurate boundaries of the “cow” and “per-
son” as shown in the rightmost three columns. Moreover,
multi-scale image representations can discriminate some hard
classes, such as “table” which is prone to be misclassified into
“background” using single-scale representation as shown in
the second and third columns. In particular, for the third im-
age, the multi-scale approach can even correctly segments a
small region of “chair” that is not marked in the ground-truth.

Table 2 compares the proposed method to state-of-the-

Table 2. Comparison of image-level weakly supervised se-
mantic segmentation methods on PASCAL VOC 2012 seg-
mentation val and test sets. All with CRF. * Use VGG-16
[22] in segmentation network and others use ResNet-101.

| Methods | mloU(%) (val) | mIoU(%) (tes?) |

[6]* 60.4 60.8
GAIN [13]* 55.3 56.8
MCOF [11] 60.3 61.2
DSRG [12] 61.4 63.2
DCSP [14] 60.8 61.9

ours 62.1 63.3

art methods on mloU on the PASCAL VOC 2012 val and
test sets. Our proposed approach achieves the best results.
This demonstrates the importance of transfer learning and of
a multi-scale strategy for training the weakly supervised seg-
mentation model.

4. CONCLUSION

In this work, we propose an improved method to generate
pseudo ground-truth for training a segmentation network with
image-level labels. We have shown the effectiveness of trans-
fer learning from other datasets and training with multi-scale
inputs on obtaining a well-performing segmentation model.
The proposed method achieves state-of-the-art results for the
weakly supervised semantic segmentation task on PASCAL
VOC 2012 segmentation benchmark.
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