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Multimedia Communications and Signal Processing
Friedrich-Alexander-University Erlangen-Nürnberg (FAU)

Cauerstr. 7, 91058 Erlangen, Germany
Email: {Daniela.Lanz,Christian.Herbert,Andre.Kaup}@FAU.de

ABSTRACT

Scalable lossless video coding is an important aspect for many pro-

fessional applications. Wavelet-based video coding decomposes an

input sequence into a lowpass and a highpass subband by filtering

along the temporal axis. The lowpass subband can be used for pre-

viewing purposes, while the highpass subband provides the residual

content for lossless reconstruction of the original sequence. The re-

cursive application of the wavelet transform to the lowpass subband

of the previous stage yields coarser temporal resolutions of the input

sequence. This allows for lower bit rates, but also affects the visual

quality of the lowpass subband. So far, the number of total decompo-

sition levels is determined for the entire input sequence in advance.

However, if the motion in the video sequence is strong or if abrupt

scene changes occur, a further decomposition leads to a low-quality

lowpass subband. Therefore, we propose a content adaptive wavelet

transform, which locally adapts the depth of the decomposition to the

content of the input sequence. Thereby, the visual quality of the low-

pass subband is increased by up to 10.28 dB compared to a uniform

wavelet transform with the same number of total decomposition lev-

els, while the required rate is reduced by 1.06% additionally.

Index Terms— Lossless Coding, Scalability, Discrete Wavelet

Transform, Motion Compensation

1. INTRODUCTION

Many professional tasks like surveillance systems and telemedicine

applications require lossless compression due to their sensitive con-

tent. However, lossless compression naturally leads to high bit rates.

Considering any wireless network with limited channel capacity,

a fast transmission of the entire data is challenging. Therefore,

scalable lossless video coding is desirable, which allows for trans-

mitting a base layer (BL) with coarser quality in the first instance

and afterwards one or more enhancement layers (ELs), comprising

the residual video data, to reconstruct the original sequence without

any loss. Basically, three different types of video scalability can be

distinguished. Temporal scalability affects the frame rate, spatial

scalability controls the spatial resolution, and quality scalability

manipulates the fidelity of the video. Beside DCT-based coding

schemes like Scalable High Efficiency Video Coding (SHVC) [1]

and Sample-Based Weighted Prediction for Enhancement Layer

Coding (SELC) [2], also 3-D subband coding (SBC) [3] can be

applied. 3-D SBC is based on Wavelet Transforms (WT), which nat-

urally provide scalability features without additional overhead [4].

As shown in Fig. 1, by a transformation in temporal direction, the

signal is decomposed into a lowpass (LP) and a highpass (HP) sub-

band. Both subbands offer only half the frame rate compared to
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Fig. 1: Considered scenario to achieve a fully scalable representation

of a video sequence. The dashed box shows the lifting structure of

the wavelet transform for one decomposition level.

the original sequence. While the LP subband is very similar to the

original signal, the HP subband contains the structural information

of the video sequence. Afterwards, every frame of each subband is

coded by the wavelet-based coder JPEG 2000 [5], resulting in a fully

scalable BL-EL-representation.

In this work, we focus on the optimization of the temporal scal-

ability, which is controlled by the temporal WT highlighted by the

dashed box in Fig. 1. The recursive application of the WT to the LP

subband of the previous stage halves the frame rate for every decom-

position level. This is advantageous for similar frames of the video

sequence. In contrast, if huge changes occur among subsequent

frames, the visual quality suffers significantly from multiple decom-

position levels. This is why motion compensation (MC) should be

included into the WT. However, MC always leads to a higher entire

rate, mainly caused by the motion information, which has to be trans-

mitted as additional overhead [6]. Further, there exists no practical

approach for perfect MC. Hence, the error propagation will increase

for a higher number of decomposition levels, leading to an inferior

visual quality of the LP subband. Therefore, the temporal scaling

should be adapted to the video sequence. This can be reached by our

proposed content adaptive wavelet lifting (CA-WL), which provides

fine temporal resolution for high dynamic parts of a video sequence,

while parts with few changes among subsequent frames are resolved

coarser. After a brief overview of 3-D SBC, the proposed CA-WL is

described in detail. Simulation results are given in the next section,

followed by a short conclusion and outlook at the end of the paper.

2. 3-D SUBBAND CODING

An efficient implementation of the discrete WT was proposed by

Sweldens [7]. The so-called lifting structure consists of three steps:

split, predict, and update. The block diagram of the lifting structure

for a decomposition in temporal direction is depicted in the dashed
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Fig. 2: Basic decomposition scheme of the CA-WL for imax=3 decomposition levels resulting in one BL and three ELs. Depending on the

underlying motion in the original sequence, the local depth of the decomposition differs.

box in Fig. 1. In the first step, splitting is performed by decom-

posing the input signal into even- and odd-indexed frames l2t and

l2t−1. In the second step, the even frames are predicted from the

odd frames by a prediction operator P. Subtracting the predicted

values P(l2t−1) from the even frames, results in the HP coefficients

h2t. In the third step, the HP coefficients are filtered by an update

operator U and are added back to the odd frames, resulting in the LP

coefficients. To get coarser temporal resolutions, the lifting scheme

can be iterated on the LP subband by imax = log2(T ) decomposition

levels, where T equals the total number of original frames.

Since the lifting structure offers a flexible framework, it can be

modified in multiple ways. By introducing rounding operators as in-

troduced in [8], integer to integer transforms can be achieved, which

yield perfect reconstruction. This makes the lifting structure of the

WT highly attractive for many professional applications by offer-

ing a scalable representation and lossless reconstruction at the same

time. However, due to temporal displacements in the sequence, blur-

riness and ghosting artifacts will appear in the LP subband. These

can be alleviated by incorporating MC methods directly into the lift-

ing structure without losing the property of perfect reconstruction.

This is called motion compensated temporal filtering (MCTF) [9]

and can be achieved by realizing the prediction operator P by the

warping operator W2t−1→2t. Instead of the original odd frames, a

compensated version is subtracted from the even frames. In case of

the Haar wavelet filters, the prediction step is given by

h2t = l2t − ⌊W2t−1→2t(l2t−1)⌋. (1)

However, to achieve an equivalent wavelet transform, the compensa-

tion has to be inverted in the update step [10]. By reversing the index

of W , the LP coefficients of the Haar transform can be calculated by

l2t−1 = l2t−1 +

⌊

1

2
W2t→2t−1(h2t)

⌋

. (2)

W can be realized by different approaches of MC. In this work, we

will employ a block-based approach.

3. CONTENT ADAPTIVE WAVELET LIFTING

Considering video sequences from surveillance systems or medical

data sets, which comprise a temporal acquisition of images with

contrast medium, there will be parts, where almost no motion oc-

curs over time. In this case, an adaptive temporal scaling is ad-

vantageous, which performs iteratively a further decomposition, if

subsequent frames are similar enough. If there are no changes over

several frames, they shall be represented by only one LP frame. For

significant changes among subsequent frames, for example when the

contrast medium gets visible, these changes shall be represented in

the LP subband with finer temporal resolution.

Fig. 2 shows the basic approach of our proposed content adaptive

wavelet transform. Index i indicates the number of the current de-

composition level. For i=0, no decomposition has been done so far,

which corresponds to the original video sequence. In the first row, a

schematic video sequence is given, which consists of three sections,

each with a different amount of moving content. The correspond-

ing amount of motion is described by the legend on the right side

of Fig 2. While in this example the first decomposition is performed

for the entire sequence, the second decomposition is performed only

on the frames with no or low motion. The third decomposition is

exclusively done on frames with no motion. The resulting BL and

ELs are marked at the right side. Since the maximum decomposition

level imax is equal to 3, three ELs are generated. By combining the

ELs with the BL at the decoder side, the original sequence can be

reconstructed step by step without any loss.

3.1. Calculation of the Stopping Criterion

Haar WTs can be represented with tree structures [4]. For 3-D SBC,

the tree structure is given by decomposing two subsequent frames

into LP and HP frames. To realize the CA-WL, the costs of the single

nodes in every tree have to be considered. If the combined costs of

the child nodes exceed the costs of the parent node, this means for

an arbitrary signal s, if

C(si,[2t−1,2t]) ≤ (C(si+1,2t−1) ∪ C(si+1,2t)) (3)

holds, then the child nodes shall be pruned from the tree. Here, C(·)
describes a cost functional, which represents the coding costs, such

as entropy [11] or rate-distortion [12]. In this work, every decom-

position level is performed for the entire input sequence in advance,

before a retrospective evaluation of the resulting costs is done. Fur-

ther, we decided to use a rate-distortion-based approach for calculat-

ing the coding costs. Therefore, we formulate the Lagrangian cost
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Table 1: For the evaluation, sequences from surveillance systems,

medical applications, and the HEVC test data set are employed. All

sequences are used in 4:0:0 color sub-sampling format.

Spatial resolution Number of frames

Surv

AirportNight1 688× 352 500
AirportNight2 688× 432 500
AirportNight3 688× 372 500
AirportDay1 688× 432 500

Med
MedFrontal 512× 512 29
MedSagittal 512× 512 29

HEVC
ClassC 832× 480 300
ClassD 416× 240 300

functional for a signal s

C(s) = D(s) + λR(s). (4)

To determine the distortion D(s) of the resulting LP frame, we cal-

culate the MSE of the corresponding wavelet coefficients compared

to the original signal according to [13]. In this work, not only the

similarity of the LP frame to the odd-indexed frame, but also the

similarity to the even indexed frame is considered, which is a very

important aspect for many professional applications. The rate R(s)
is composed of the required rate for lossless coding of the LP and HP

frames and, in case of MC, the file size of the motion vectors. Then,

the current decomposition can be evaluated locally by comparing the

R-D costs of the children to the costs of the parent node for a given

value λ. If the R-D costs of the child nodes exceed the costs of the

parent node, thus if the following inequality

D(li,[2t−1,2t]) + λR(li,[2t−1,2t]) ≤ (5)

(D(li+1,2t−1) +D(hi+1,2t)) + λ(R(li+1,2t−1) +R(hi+1,2t))

holds, then a further decomposition is prevented. The Lagrange mul-

tiplier λ can be any positive value. By choosing large values for

λ, the rate is decreased, while for small values the distortion is de-

creased.

3.2. Handling of the Overhead

For lossless reconstruction, the decomposition depth for every part

of the input sequence has to be transmitted additionally. Therefore,

a vector v is generated, whose length corresponds to T . This vector

is initialized with zeros and gets an increment of 1 at every temporal

position of a LP frame after one decomposition level. The posi-

tion to the corresponding HP frame is set to zero. Consequently, the

non-zero entries correspond to the number of applied decomposition

levels i for every temporal position of a LP frame, while the dis-

tance d to the corresponding HP frame is given by d=2i−1. For the

schematic video sequence in Fig. 2, vector v is generated as follows:

Initialize v : (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)

v after level i=1 : (1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0)

v after level i=2 : (2, 0, 0, 0, 2, 0, 0, 0, 1, 0, 1, 0, 2, 0, 0, 0)

v after level i=3 : (3, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 2, 0, 0, 0)

The entire vector v is encoded using Context Adaptive Binary Arith-

metic Coding (CABAC) [14] and is transmitted to the decoder side.

Then, for lossless reconstruction of the previous stage, the decoder

can easily determine the decomposition level and the temporal posi-

tions of the LP and HP frames regarding the original video sequence.

Table 2: Absolute PSNRLPt [dB] and relative rate [%] differences

of our proposed CA-WL compared to the U-WL with (bottom) and

without (top) block-based MC. Positive numbers denote a better vi-

sual quality and a higher rate of our proposed CA-WL and vice versa.

λ Surv Med ClassC ClassD Total

average

N
o

M
C

∆ PSNRLPt

1 4.12 5.28 12.83 18.07 8.88

3 1.64 1.91 6.32 11.4 5.3

5 0.97 1.16 3.73 8.89 3.67

7 0.65 1.16 4.09 8.27 3.5

∆ File size

1 5.99 0.09 11.64 9.07 6.56

3 0.8 -0.96 2.53 5.77 2.18

5 0.23 -1.29 0.84 4.04 1.08

7 0.16 -1.29 0.25 3.07 0.67

B
lo

ck
-b

as
ed

M
C

∆ PSNRLPt

1 9.3 15.56 6.99 14.15 10.98

3 8.17 13.89 9.6 11.26 10.28

5 7.42 13.89 9.21 9.55 9.47

7 7.27 13.89 8.95 8.42 9.02

∆ File size

1 0.16 -5.58 1.98 6.9 1.34

3 -0.52 -5.64 -1.7 1.35 −1.06

5 -0.69 -5.64 -1.96 0.65 −1.38

7 -0.8 -5.64 -2.18 0.29 −1.57

4. EXPERIMENTAL RESULTS

Our simulation setup comprises surveillance videos, medical se-

quences with contrast medium, and natural sequences from the

HEVC test data set [15]. The dimensions are summarized in Ta-

ble 1. The bit depth for all sequences constitutes 8 bits per sample.

All surveillance sequences are characterized by a static background

and some moving objects in the foreground. The medical sequences

origin from Digital Subtraction Angiography (DSA), showing the

inflow of a contrast medium into a human cranium in frontal and

sagittal perspectives.

In the following, we will compare our proposed CA-WL to a

uniform wavelet lifting (U-WL) with the same number of total de-

composition levels. The single frames of each subband are encoded

by JPEG 2000, using the OpenJPEG [16] implementation with four

spatial wavelet decomposition steps in xy-direction. Further, we

evaluate the CA-WL and the U-WL with and without a block-based

MC, respectively. For block-based MC, the block size is set to 8,

while the search range starts with a size of 8 and is doubled for ev-

ery decomposition level until a maximum size of 64. The increasing

search range is important, since the input frames of higher decom-

position levels have a larger temporal distance, which has to be cov-

ered. To keep the computational effort realistic, we limit the incre-

ment of the search range by 64 pixels. The resulting motion vectors

are encoded using the QccPack library [17]. Then, the entire file size

is composed of the rate resulting from each subband, the required

motion vectors and the coding costs for transmitting vector v. The

visual quality of the resulting LP subband is measured by the same

metric as already used in Section 3.1, but in terms of PSNRLPt [13].

Table 2 gives the differences regarding PSNRLPt in [dB] and the

entire file size in [%] of our proposed method compared to the U-

WL for all data sets with and without the application of MC and

for different values of λ. As can be seen in the right column, our

method always results in a better visual quality compared to the U-

WL. By increasing λ, the file size is reduced, while the PSNRLPt

gains are also decreased. However, for λ=7, the PSNRLPt gains are

still positive. By including MC into both methods, we are able to

get a lower rate than for the U-WL, resulting in positive PSNRLPt

gains at the same time. For λ=3, the file size can be reduced by up

1784



0 1 2 3 4 5 6 7 8

25

30

35

Decomposition level i

F
il

e
si

ze
[M

B
] AirportNight1, λ=3

0 1 2 3 4 5 6 7 8
24

28

32

36

40

44

Decomposition level i

P
S

N
R

L
P
t

[d
B

] AirportNight1, λ=3 U-WL, no MC
CA-WL, no MC

U-WL, block-based MC
CA-WL, block-based MC

Fig. 3: Absolute rate and PSNRLPt results from the AirportNight1 sequence with and without MC, using λ=3. The results are displayed over

all reached decomposition levels i. The proposed method is characterized by the dashed lines.
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Fig. 4: Comparison of the visual quality of one frame from each test data set compared to the corresponding LP frames of a U-WL and our

CA-WL with and without block-based MC, for λ = 3. The rectangles depict blocking artifacts, the circles indicate missing objects, and the

ellipses show blurring artifacts.

to 1.06% in total average, while the visual quality is increased by

10.28 dB, as the right column of Table 2 shows.

To demonstrate the performance of our proposed CA-WL in

more detail, Fig. 3 presents the absolute rate and PSNRLPt results

from the AirportNight1 sequence with and without MC, using λ=3.

As the left plot offers, the entire file size for incorporating MC is

always higher than omitting MC. However, the visual quality is sig-

nificantly higher by including MC, which is very important for many

professional applications. But for higher decomposition levels i,

the error propagation due to imperfect MC is increasing. The right

plot shows the strong decreasing PSNRLPt results, which can be pre-

vented by our proposed CA-WL. Simultaneously, the overall file size

can be decreased, as the left plot of Fig. 3 shows.

In Fig. 4, some visual results for each data set are presented.

From left to right, the reference frame and the corresponding LP

frames from the U-WL and the proposed CA-WL are shown for a

value of λ=3, without MC and with block-based MC, respectively.

Disturbing artifacts and loss of content, resulting from the U-WL,

are highlighted in every frame. The rectangles depict blocking arti-

facts, the circles indicate locations of objects, which are canceled out

completely, and the ellipses show blurring artifacts. As the right col-

umn shows, the CA-WL is capable to compensate this lack of data

fidelity efficiently and gives a reliable impression of the actual con-

tent of the sequence. This is also proven by the PSNR values given

at the bottom right corner of each frame.

5. CONCLUSION

Scalable lossless video coding and a high visual quality of the cor-

responding BL is very important for many professional applications.

Wavelet-based video coding provides full scalability without addi-

tional overhead. The temporal resolution can be controlled by the

recursive application of the WT in temporal direction to the LP sub-

band of the previous stage. This leads to lower bit rates, but if the

content of the underlying video sequence comprises strong motion,

the visual quality of the BL is degraded significantly. We proposed

a method which locally adapts the temporal scaling by evaluating a

Lagrangian cost functional in every transformation step and prevents

further decomposition, if the costs of the current level are higher than

the costs of the previous level. This way, we can increase the visual

quality of the BL by 10.28 dB compared to the U-WL with block-

based MC, while the required rate is reduced by 1.06% at the same

time. Further work aims at the development of an algorithm to de-

termine the optimum value of λ in a rate-distortion sense, based on

the characteristics of the underlying sequence.
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