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ABSTRACT

Translating near-infrared (NIR) face into color (RGB) face, is

helpful to improve the visual effect of images and the perfor-

mance of face recognition. The model for unpaired image-to-

image translation is suitable for this task due to the high cost

of pixel-matched data. Because of the complexity difference

between NIR and RGB image domains, the complexity in-

equality in bidirectional NIR-RGB translations is significant.

We analyze the limitation of the original CycleGAN in asym-

metric translation tasks, and propose an Asymmetric Cycle-

GAN model with U-net-like generators of unequal sizes to

adapt to the asymmetric need in NIR-RGB translations. The

edge-retain loss between NIR and the generated RGB images

is also introduced to enhance face visual quality. The qualita-

tive visual evaluation and quantitative evaluation with face ID

and skin color criteria show that our model achieves great im-

provements compared with state-of-the-art methods on three

public datasets and a newly proposed dataset.

Index Terms— NIR-to-RGB, Image-to-Image Transla-

tion, Asymmetric CycleGAN

1. INTRODUCTION

In the field of public security, near-infrared (NIR) face im-

ages are often used for face recognition [1, 2] and retrieval.

Compared with RGB face images, NIR face images are not

friendly to human vision and have worse performance of face

recognition. Translating NIR face images into RGB face im-

ages and reconstructing facial skin color, can greatly improve

the visual effect and the performance of face recognition.

Deep learning based methods can be applied to the task of

NIR-to-RGB face image translation. Many pixel-level super-

vised models such as colorization [3, 4, 5, 6], pix2pix [7], has

achieved successes in grey or NIR image colorization, trans-

lations of day-to-night and maps-to-scenes, etc. However, the

NIR-RGB image pairs for human face are of great difficulty

to collect, since the pixel-matched NIR-RGB face data cost-

s more than unpaired data. Therefore, unpaired translation
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Fig. 1. An example for bidirectional unpaired translations of

Symmetric CycleGAN and Asymmetric CycleGAN.

models are more suitable for the task of NIR-to-RGB face

image translation. Based on a pair of Generative Adversari-

al Networks [8], CycleGAN [9] has been a popular unpaired

image-to-image translation model. By introducing the cycle-

consistency loss, CycleGAN can synchronously implement

the bidirectional image-to-image translations. Compared to

models such as DistanceGAN [10], UINT [11], MUNIT [12],

CycleGAN is more robust and easier to train.

As for the unpaired image-to-image translation, when the

complexities of the two domains are significantly different,

the complexity of translation task with the direction from sim-

ple to complex is usually much lower than that with the other

direction, and vice versa. The uneven bidirectional transla-

tion tasks might learn more or less content or texture (e.g.

sketch-photo), or change color space and increase or decrease

information channel (e.g. Grey-RGB). Therefore, these trans-

lation tasks with directions of significant information ascend-

ing or descending are defined as asymmetric translation tasks,

to distinguish the translation between domains with generally

even complexity (namely symmetric translation).

The two generators are symmetric with the same structure

and size in original CycleGAN, which performs well in sym-

metric translation tasks, called Symmetric CycleGAN. When

the translation tasks are asymmetric, two generators of the

same size are easily trained unevenly after the similar pro-

cess of optimization. Fig 1 illustrates an example of the bidi-

rectional translations. After the sufficient training, Symmet-

ric CycleGAN could learn a good face translation from RG-
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Fig. 2. The structure of Asymmetric CycleGAN model. G1 (NIR-RGB) and G2 (RGB-NIR) denote two generators with

different size; Ed represents the network with fixed weight to extract the image edge for the proposed edge loss computation.

B to NIR (complex-to-simple), but the resulting RGB face

image generated from NIR (simple-to-complex) is not well

learned. Based on this, it will be reasonable to make the net-

work complexity and translation complexity inosculate well.

We can use the complex network for the simple-to-complex

translation and the simple network for the complex-to-simple

translation. Therefore we designed a CycleGAN with dif-

ferent size of generators to adapt to this asymmetric trans-

lation, called Asymmetric CycleGAN. In the example of Fig

1, the proposed Asymmetric CycleGAN manages to match

the asymmetric translation tasks with the corresponding gen-

erators of uneven sizes, thus compared with symmetric Cycle-

GAN, Asymmetric CycleGAN with more reasonable network

settings achieves significant improvement.

Compared with outstanding performance in natural image

translation tasks, for human face image applications, Cycle-

GAN based methods have weakness in small edge remaining

and limitation in generating proper facial details. Therefore,

we also introduce an additional edge loss to make the gen-

erated color image retain the necessary edge details from the

input image as much as possible, which can greatly improve

the face image quality.

We have two main contributions in this paper. Firstly, we

propose an efficient Asymmetric CycleGAN to improve the

asymmetric translations between NIR and RGB face images.

The idea of asymmetric setting can be easily and effectively

apply to all asymmetric translation tasks. Secondly, an edge

loss term is introduced to keep necessary facial details, which

is helpful to enhance the fineness of generated face images.

2. PROPOSED METHOD

For asymmetric translations between NIR and RGB face im-

ages, we use networks of different depth as different genera-

tors to adapt to the asymmetric translations. An extra regular-

ization term on image edge is introduced to improve the facial

quality.

2.1. Model structure of Asymmetric CycleGAN

As shown in Fig 2, the basic structure of our model will be

illustrated by the three parts, i.e. the generators, the edge de-

tector and the discriminators.

G1 and G2 are constructed by different size of U-net [13].

Compared to the residual blocks [14] in original CycleGAN,

U-net consists of more sampling layers and has the ability

to extract more precise features. U-net enables features to

be transmitted across connections, as a result, the common

features of input image can be reused and generation quality

can be improved. U-net includes K down-sampling opera-

tions. The maximum of down-sampling operations in U-net

will be 8 when the size of input images is 256 × 256. S-

ince the feature extracted by three down-sampling convolu-

tion layers can basically contain the shallow information of

images [15], which is suitable for the dimension-reduced im-

age translation process, we set K=3 for the generator G2.

To match the complexity of the dimension-ascending image

translation, we set K=8 for the generator G1. Besides, the

transposed convolution[16] of U-net is changed to the combi-

nation of up-sampling and convolution, to avoid the checker-

board problem[17].

Ed is used to denote the pre-trained U-net for edge detec-

tion [18]. We obtain the edge data of images by Canny [19]

operator, and then the U-net in Pix2pix model is trained with

face-to-edge image pairs. During the training of our model,

Ed is fixed and just extracts the edge for the edge-retain loss.

In consistent with CycleGAN, we use PatchGAN as the

discriminators, i.e. D1 and D2 shown in Fig 2.
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Fig. 3. Comparison of related methods on four datasets. From left to right: input, a pre-trained colorization model[5], Distance-

GAN [10], UNIT, CycleGAN using residual blocks, CycleGAN using U-net, the proposed Asymmetric CycleGAN without the

edge-retain loss, Asymmetric CycleGAN with the edge-retain loss, and the non pixel-matched groundtruths.

2.2. Edge-retain oriented facial loss

The loss function of our proposed model consists of the edge-

retain loss and original CycleGAN loss. In the following text,

X and Y are used to denote the domains of NIR face and

RGB face, respectively.

Edge-retain loss In order to enhance the visual appearance

especially for further face recognition process, the facial edge

of input images should be maintained in the translation pro-

cesses. We use the pre-trained edge detector Ed (described in

section 2.1) to predict the edges of both input images and the

generated images. The well-detected edges can be regard as

the prior knowledge guiding better facial image generation.

We compute the L1 distance of the edges between input im-

ages and generated images used as a regularization, named

edge-retain loss. We formulate the edge-retain loss as,

LEdge(G1;G2;X;Y ) =Ex
∼
pdata(x)

[‖Ed(G1(x))− Ed(x)‖1]+

Ey
∼
pdata(y)

[‖Ed(G2(y))− Ed(y)‖1].

(1)

Original CycleGAN loss The CycleGAN loss includes a

couple of GAN losses, cycle-consistency loss and identity

loss [9, 20]. The LSGAN [21] is applied as the GAN loss.

We thus formulate the original CycleGAN loss as,

LCycleGAN (G1;G2;D1;D2;X;Y ) =LLSGAN1 + LLSGAN2+

λcycLCyc + λILIdentity,

(2)

where LLSGAN1
and LLSGAN2

denote the LSGAN losses,

LCyc denotes the cycle-consistency loss, LIdentity denotes

the identity loss, and λcyc and λI denote the weight of cycle-

consist loss and identity loss.

The total loss The total loss is the combination of original

CycleGAN loss and the proposed edge-retain loss, which can

be formulated as follows:

LTotal(G1;G2;D1;D2;X;Y ) =LCycleGAN + λELEdge,

(3)

where λE is the parameter for the trade-off between the orig-

inal CycleGAN loss and edge-retain loss.

3. EXPERIMENTS

We have conducted the experiments on four datasets and eval-

uate the performance with visual effect and objective metrics.

3.1. Datasets

NIR images are sensitive to the shooting conditions, e.g. il-

lumination, imaging devices. In order to verify the perfor-

mance for data on different conditions, we perform the pro-

posed method on a newly proposed dataset HX-NIR-RGB,

and three public datasets: ND-NIVL [22] , NIR-VIS-Sx1 and

NIR-VIS-Sx2. We randomly select 75% of images as training

sets and others as testing sets for each dataset.

HX-NIR-RGB We record two videos captured indoors, one
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using a NIR camera and the other using a RGB camera. We

select the clear frames with complete face in the videos as the

images in this dataset. This dataset consists of 90 NIR images

and 74 RGB images.

ND-NIVL Images in this dataset are taken with high res-

olutions on good illumination. After eliminating the images

with incomplete face and high similarity, we utilize 1333 NIR

images and 1098 RGB images.

NIR-VIS-Sx1 and NIR-VIS-Sx2 The two datasets are both

from NIR-VIS-2.0 [23] dataset. We divide the NIR-VIS-2.0

into two different sub datasets according to the shooting con-

ditions and face identities. There are 283 NIR / 283 RGB

images in NIR-VIS-Sx1 while 172 NIR / 172 RGB images in

NIR-VIS-Sx2.

3.2. Implementation settings

The learning policy and hyperparameters in our model are

similar to the original CycleGAN. We use Adam [24] as the

optimizer with the learning rate of 0.0002. The weight of the

edge-retain loss is set to 2.5.

3.3. Qualitative visual evaluation

Compared with the related methods, our model has achieved

the better results in terms of color and texture and reconstruct-

ed more natural face, as shown in Fig 3. Original Cycle-

GAN have weaker performance, reflected in unnormal color

on HX-NIR-RGB, superfluous texture on NIR-VIS-Sx1 and

blurred edge on ND-NIVL and NIR-VIS-Sx2. Other transla-

tion methods, i.e. colorization, DistanceGAN and UNIT, also

cannot generate the satisfactory results. By the means of the

edge-retain loss, our model has generated clear facial edge

and texture compared to the model without the edge-retain

loss. The edges of input images and generated images are al-

so displayed as follows, which illustrates the necessary edges

have been retained sucessfully.

Fig. 4. Detected edges of input images and generated images.

3.4. Extended quantitative evaluation

The generated face and groundtruths are expected to have the

same identification and the similar facial skin color. There-

fore we apply the following two criteria for quantitative eval-

uations.

Fig. 5. Comparison on Face ID distance.

Face ID criterion A VGG [25] network pre-trained for face

recognition [26] is used to extract the feature of face images.

We compute the mean L1 distance of features between gener-

ated images and non pixel-matched groundtruths. As shown

in Fig5, on HX-NIR-RGB, NIR-VIS-Sx1 and NIR-VIS-Sx2,

our model obtains the minimum value for this criterion. On

ND-NIVL, the value of our model with edge-retain loss is

very approximate to the minimum.

Fig. 6. Comparison on skin color difference.

Facial skin color criterion We use a facial mask to get

the local facial skin, and compute the mean color differ-

ence between the generated images and non pixel-matched

groundtruths in HSV space [27]. As shown in Fig 6, our

model can generate the face images with the closest skin col-

or to the groundtruths on HX-NIR-RGB and ND-NIVL, and

obtain the comparable results to the CycleGAN on NIR-VIS-

Sx1 and NIR-VIS-Sx2.

4. CONCLUSION

In this paper, we propose a method named Asymmetric Cy-

cleGAN to deal with the task of unpaired NIR-to-RGB face

image translation. We use different size of generators to adapt

to the asymmetric translations and introduce the edge-retain

loss for face images to enhance the generated image quality.

Our model shows the improvement and obtains good perfor-

mance on this task. In further research, we will verify the per-

formance of the proposed Asymmetric CycleGAN on general

asymmetric translation tasks.
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