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ABSTRACT

The removal of mixed noise is a stiff problem since the distribu-
tion of the noise cannot be predicted accurately. The most common
mixed noise is the combination of Additive White Gaussian Noise
(AWGN) and Impulse Noise (IN). Many methods first attempt to re-
move IN but it might collapse the texture of the image. In this paper,
we propose a new learning-based method using convolutional neural
network (CNN) for removing mixed gaussian-impulse noise. Since
our denoising network can remove various level of mixed noise, nei-
ther the preprocessing for removing IN nor noise-level estimation is
necessary.

Index Terms— Image denoising, Mixed noise, convolutional
neural network, deep learning

1. INTRODUCTION

Digital images are corrupted by noise in the process of data acquisi-
tion and transmission. Since the quality of image is affected by these
noises, to recover a clean image is a significant work. Image de-
noising is still a major problem in image processing and it has been
studied in wide range of fields [1].

In image capturing system, two types of noises are commonly
encountered during the process of data acquisition and transmission.
The Additive White Gaussian Noise (AWGN) is usually introduced
into images while acquisition. The thermal motion in camera sen-
sors corrupt the image and it affects the all pixels in the image. On
the other hand, the Impulse Noise (IN) is often occurred by broken
image sensors and the transmission error. The pixels are replaced
into random value without regarding of the original value. In prac-
tice, the AWGN and the IN often occur simultaneously and it makes
the denoising problem complex.

To remove the noise from image without collapsing the texture
and edge information, it is important to deal with the appropriate
distribution of noise. For example, NLM [2] and BM3D [3] are the
major method of removing AWGN. In Addition, DnCNN [4] is a
CNN-based method which shows good quality in removing AWGN.
As for the removal of IN, AMF [5] is a classical technique still used
in many methods [6, 7, 8]. The improved method of AMF is also
proposed [9, 10]. Though these methods show good results for single
noise removal, they cannot remove mixed noise effectively. This is
due to the different distributions of the two noises. Thus, to remove
mixed noise is more difficult than to remove single noise.

In this paper, we propose an effective mixed gaussian-impulse
noise removal method based on convolutional neural network
(CNN). Since many conventional methods use rank order filter
(ROF) such as AMF [5] for preprocessing, the quality of denoised
image will be affected by the selected ROF. The appropriate filter
for ROF varies by the type of the included noises [8] and it cause
the lack of robustness in denoising. Thus, our method does not use

ROF for preprocessing. In addition, some methods have to estimate
the noise level in advance so as to have the best performance but our
method can remove mixed noise by a single CNN without any prior
information like the noise level. These features are accomplished by
training the network with multi-noise level train data. The structure
of our CNN and the way of training are remarked in section 3. The
experimental results of our method and that of conventional methods
are shown in section 4.

2. SUPPORTING METHODS

2.1. Mixed noise model

In this paper, we denote x(i, j) as a noise-free pixel at the location
(i, j). The noisy pixel is denoted as ynoise(i, j). When an image is
corrupted by AWGN, the noisy pixel yAWGN(i, j) is modeled as

yAWGN(i, j) = x(i, j) + w(i, j), (1)

where w(i, j) is a noise which follows zero mean Gaussian distri-
bution. The noise level can be controlled by the variance σ2. On the
other hand, when the pixel values are bounded by [rmin, rmax], the
noisy pixel corrupted by IN is modeled as

yIN(i, j) =

{
n(i, j) with probability p

x(i, j) otherwise
, (2)

where n(i, j) ∈ [rmin, rmax] is a Random Valued Impulse Noise
(RVIN), whose density is p. When n(i, j) only takes the values of
rmin or rmax, the noise are especially called Salt-and-Pepper Impulse
Noise (SPIN). When the density of SPIN let be s, the model of SPIN
can be described as

ySPIN(i, j) =


rmin with probability s/2

rmax with probability s/2

x(i, j) otherwise
. (3)

Considering the mixed noise composed of AWGN, RVIN and
SPIN, the noisy pixel can be modeled as

ymix(i, j) =


n(i, j) with probability p

rmin with probability s/2

rmax with probability s/2

x(i, j) + w(i, j) otherwise

. (4)

2.2. Convolutional neural network

Learning-based methods, especially which use Convolutional Neural
Network (CNN) have been shown good results in image processing.
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Fig. 1: The architecture of our proposed CNN.

For example, SRCNN [11] is a representative method for super res-
olution and DnCNN [4] is a method for noise removal.

CNN is usually composed of input layer, hidden layers and out-
put layer. Owing to a trainable feature map in the hidden layer, meth-
ods using CNN has an advantage over classical methods in the case
of solving non-linear problem. The major layer adopted in hidden
layers are convolutional layer and pooling layer [12]. The number
of layers affects the result but when too many layers are adopted,
the vanishing gradient problem occurs [13]. To avoid this problem,
activation function layer [14] and batch normalization layer [15] are
often adopted to the network [4, 11, 13, 16].

When the network architecture is expressed as f(·), the aim is
to train f(·) which minimize

1

2|N |
∑
i∈N

||f(yi)− xi||2, (5)

where yi and xi are noisy image and clean image, respectively. i and
N are image index and total number of images, respectively [17].
Generally, the network can be expressed as

h0 = y,

hl = BN(ϕ(Wl ∗ hl−1 + bl−1)) (l = 2, ..., L− 1),

x = WL ∗ hL−1, (6)

where L is the total number of convolutional layers. BN(·) rep-
resents the batch normalization process, which is adopted to speed
up training and to get better results [15]. Activation function is ex-
pressed in (6) as ϕ(·). Sigmoid function [18], Rectified Linear Unit
(ReLU) [16] and Leaky ReLU [19] are often used for activation func-
tion.

3. PROPOSED METHOD

Our method removes mixed noise by trained-based algorithm using
convolutional neural network (CNN). Since training is performed in
two steps, each feature of the noises in the mixed noise is effectively
trained. By training many kind of noisy images with various noise
levels, our method can remove mixed noise without considering the
noise level.

3.1. Network Model

We illustrate the proposed CNN architecture in Fig. 1. Our network
can be divided into two parts. Considering the first half of our net-
work (part A in Fig. 1), it behaves as an IN removal network and the
last half (part B in Fig. 1) behaves as an AWGN removal network.

When we refer the set of convolutional layer, batch normaliza-
tion layer and leaky ReLU layer [19] as ”ConvUnit”, 25 ConvUnits
are adopted in both part A and part B. The filter size of convolutional
layer in the ConvUnit is set to 3×3×64 and the coefficient of leaky
ReLU layer is set to 0.01. We use 3×3×1 filter for the last convo-
lutional layer of part A and B. Hence, it can be considered that one
grayscale image is generated at the each end of part A and B. In ad-
dition, skip connection is applied to part B. This is because residual
learning shows good result for AWGN removal [4].

3.2. Training

In order to train the characteristic of AWGN and IN explicitly,
we first train only part A in Fig. 1. Mean squared error function
is attached after the last convolutional layer in part A and Adam
solver [20] is used to minimize (5). The noisy image corrupted with
AWGN, RVIN and SPIN is inserted into input layer and the noisy
image corrupted with AWGN is inserted into loss function. This
implies that part A acts like an IN removal network. After training
part A, part B is attached after part A instead of loss function. Before
training the whole network, the learning rate of part A was set to
0. Now, the noisy image corrupted with AWGN ,RVIN and SPIN
is inserted into input layer and the clean image is inserted into loss
function which is located in the last layer of part B. Finally, the
training is performed on the end to end of the structure shown in
Fig. 1 using Adam solver.

To create the training dataset, 100 images were randomly chosen
from Microsoft COCO dataset [21] and they were converted into
grayscale image. The images are corrupted by mixed noise using
(4). The noise levels of each noises are as follows: AWGN (σ = {0,
10, 20, 30, 40, 50}), RVIN (p = {0, 5, 10, 15, 20, 25, 30, 35, 40, 45}
/ 100) and SPIN (s is randomly set in the range of [0 , 0.40]). Thus,
our training dataset includes 100 × 6 × 10 = 6000 pairs of noisy
and clean images. The patch size is 33 × 33 and the batch size for
the training is set to 256. The initial learning rate is set to 0.00001
and the epoch number is 10. It takes about 30 hours to train network
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(a) Lena (b) Barbara (c) Bridge (d) Boat (e) Airplane (f) Pepper (g) Hill

Fig. 2: Seven test grayscale images. The size of the images are 512 × 512.

Table 1: Comparison on restoration result in PSNR. The images are
corrupted by RVIN + AWGN (σ = 15). [7] and proposed method are
blind denoising methods and else are non-blind denoising methods.

Image p Method
512×512 [22]+[3] [7] [8] Proposed

Lena 15% 32.41 32.06 32.28 32.56
30% 30.25 30.27 29.10 31.71
45% 26.65 28.09 24.87 30.36

Barbara 15% 26.70 27.60 25.67 29.43
30% 24.79 25.62 24.17 28.32
45% 22.59 22.79 21.67 26.25

Bridge 15% 29.60 29.51 28.86 29.16
30% 27.16 27.67 26.54 28.09
45% 24.02 22.44 22.86 26.53

Boat 15% 29.65 29.16 29.12 30.30
30% 27.55 27.72 27.02 29.19
45% 24.78 25.17 23.62 27.60

Airplane 15% 33.42 33.66 32.52 32.87
30% 30.36 31.79 28.81 31.88
45% 25.51 26.73 23.32 30.44

Pepper 15% 34.94 35.02 34.07 33.49
30% 31.60 32.26 29.90 33.36
45% 26.71 28.73 24.54 32.09

Hill 15% 32.51 32.30 31.61 31.73
30% 30.36 30.40 29.04 30.98
45% 26.56 27.65 24.69 29.86

BSDS300 15% 27.64 27.03 27.70 28.51
30% 25.76 25.78 25.29 27.30
45% 22.88 23.59 22.13 25.87

with our MATLAB implementation on single GeForce GTX 1080
Ti. Full size image is inserted to the network when the prediction is
performed.

4. EXPERIMENTAL RESULTS

In this section, we compared our CNN-based method with the other
notable methods, including ACWMF [22] + BM3D [3], WSR [7]
(preprocessed by AMF or ACWMF) and CNN based method [8]
(preprocessed by AMF, ACWMF or Cai’s method [6]). Seven 512×
512 images including {Lena, Barbara, Bridge, Boat, Airplane,
Pepper, Hill} and 100 test images from BSDS300 [23] are used for
the comparison. Since BSDS300 contains only color image, we con-
verted them into grayscale image before using for the comparison.
We used PSNR [24] to assess the performance. AMF and ACWMF
are implemented by ourselves, while BM3D, WSR and method in
[8] are implemented by the original authors.

Table 2: Comparison on restoration result in PSNR. The images are
corrupted by RVIN + AWGN (σ = 25). [7] and proposed method are
blind denoising methods and else are non-blind denoising methods.

Image p Method
512×512 [22]+[3] [7] [8] Proposed

Lena 15% 29.87 29.81 29.87 30.46
30% 28.10 28.41 27.93 29.79
45% 25.33 26.32 24.88 28.54

Barbara 15% 24.91 24.87 24.52 27.28
30% 23.57 23.58 23.36 26.35
45% 21.91 22.04 21.65 24.75

Bridge 15% 26.76 26.37 26.61 26.72
30% 25.32 25.31 25.10 25.97
45% 22.98 21.40 22.62 24.81

Boat 15% 27.47 27.11 27.61 28.31
30% 26.01 26.09 26.08 27.39
45% 23.70 24.30 23.45 26.10

Airplane 15% 30.44 30.62 30.34 30.73
30% 28.06 28.55 28.00 29.90
45% 24.31 24.51 23.97 28.40

Pepper 15% 31.65 31.79 31.65 31.76
30% 28.95 29.84 28.70 31.30
45% 25.36 26.56 24.87 30.04

Hill 15% 29.70 29.30 29.48 29.55
30% 28.09 28.41 27.80 28.99
45% 25.16 26.10 24.59 28.01

BSDS300 15% 25.74 25.42 25.97 26.83
30% 24.35 24.34 24.42 25.95
45% 22.10 22.78 21.89 24.80

4.1. Results

Table 1 shows the comparison on restoration result in PSNR with
σ = 15, p = {15, 30, 45}/100 and Table 2 shows the comparison
on restoration result in PSNR with σ = 25, p = {15, 30, 45}/100.
From Table 1 and 2, we can see that our proposed method achieves
much higher PSNR than conventional methods in almost all the im-
ages. In particular, our method shows good results when the images
are corrupted by strong mixed noises. This is because our method
does not use IN detection. When the noise level is strong, IN de-
tection will be a difficult problem and the accuracy becomes bad.
Since the other methods strongly depend on the result of the IN de-
tection, the restoration results when the noise level is high tend to be
incomplete. The restoration results are shown in Fig. 3. We can see
that our proposed method restores the texture and edge information
efficiently while the conventional method cannot restore them.
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(a) (b) (c)

(d) (e) (f)

Fig. 3: Denoising results of Barbara corrupted with AWGN + SPIN (σ = 15, p = 30). (a) Clean image. (b) Noisy image. (PSNR: 12.82dB)
(c) ACWMF [22] + BM3D [3]. (PSNR: 24.81dB) (d) WSR [7]. (PSNR: 25.62dB) (e) Method in [8]. (PSNR: 24.15dB) (f) Proposed method.
(PSNR: 28.32dB)

4.2. Implementation time

Since our method is based on deep CNN, we suppose that the imple-
mentation is run on GPU. Our execution environment is Intel Xeon
CPU E5-1650 v4 @3.60GHz，64G RAM and GeForce GTX 1080
Ti. It takes 0.28 seconds to process 512 × 512 grayscale image on
single GPU and 0.76 seconds for 1M pixels image. When we use
CPU for the execution, the running time for 512 × 512 grayscale
image was 8.14 seconds and 20.79 seconds for 1M pixels image.

4.3. The effect of training in two stages

Our proposed network is trained in two stages as remarked in Sec-
tion 3.2. To show the validity of our training method, we trained
the same network without dividing into two stages. The comparison
of the restoration result is shown in Table 3. We can see that the
proposed training method achieves higher PSNR than the training
method without divison in all cases. It implies that considering the
types of noise is efficacious even if the method is based on CNN.

5. CONCLUSION

In this paper, we propose a new cnn-based method to remove the
mixed Gaussian-impulse noise from images. Since our trained net-
work can remove mixed noise which has various noise level, many
problems have been overcome. First, the noise level estimation is not

Table 3: Comparison of the denoising result in PSNR (σ = 25).
Different training method was applied to each method. Test images
used in Table. 1 and BSDS300 [23] are used for the validation. The
average PSNR is shown in the table.

Image p Training method
Proposed Without division

Test image 15% 29.24 27.72
30% 28.54 26.82
45% 27.22 25.46

BSDS300 15% 26.83 25.84
30% 25.95 24.93
45% 24.80 23.74

necessary in our method. This feature is remarkable because classi-
cal methods (e.g., BM3D) cannot remove noises effectively without
estimating the noise level. Second, our method can remove mixed
noise in a single trained model and it is important to improve the
robustness against the corrupted images. Many conventional meth-
ods use impulse noise detector (e.g., AMF, ACWMF) but the de-
noised images are strongly affected by the result of IN detection.
Thus, our method, which does not use IN detector, can remove strong
mixed noise more effectively than the conventional methods which
use IN detector. Experimental results show that our method can re-
move mixed noise more effectively than the conventional methods.
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