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ABSTRACT

With the development of convolutional neural networks

(CNNs), saliency detection methods have made a big progress

in recent years. However, the previous methods sometimes

mistakenly highlight the non-salient region, especially in

complex backgrounds. To solve this problem, a two-stage

method for saliency detection is proposed in this paper. In

the first stage, a network is used to regress the minimum

salient region (RMSR) containing all salient objects. Then

in the second stage, in order to fuse the multi-level features,

the spiral sharing network (SSN) is proposed for pixel-level

detection on the result of RMSR. Experimental results on

four public datasets show that our model is effective over the

state-of-the-art approaches.

Index Terms— saliency detection, salient region, spiral

sharing network

1. INTRODUCTION

Saliency detection refers to the extraction of significant

areas in images by simulating human visual characteris-

tics. As a classic computer vision task, it is usually used

as a pretreatment stage for many applications, such as ob-

ject detection[1], object tracking[2], image classification[3]

and semantic segmentation[4]. Although there are many

researches[5, 6, 7, 8, 9, 10, 11] about saliency detection,

it is still challenging to distinguish the salient objects with

complex backgrounds.

Many existing saliency detection methods directly use the

raw image to model saliency. There are noticeable problems

in these methods. 1) It is difficult to tell the saliency with ob-

jects in the same category in the image. As shown in the first

row of Fig. 1, there are many people in the image while only
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Fig. 1. Examples of the weakness in previous methods and

the importance of an ideal salient region. From left to right:

image, ground truth mask, UCF [10], C2S[11], our first-stage

(RMRN) results and our final saliency maps.

the center girl is the salient one. Two previous saliency de-

tection methods (UCF[10] and C2S[11]) mistakenly identify

that the rest people are also salient. 2) In addition, when the

background is similar to the salient objects in color distribu-

tion, it is not easy to distinguish salient objects. As illustrated

in the second row of Fig. 1, a yellow dog is sleeping on a

yellow blanket, but those two methods highlight the blanket

by mistake.

For saliency detection, location is as important as expan-

sion. While in many end-to-end CNN-based methods[8, 11,

12], they take the raw image for pixel-level detection to ac-

complish these two tasks at the same time, but it is difficult to

locate the salient region especially in complex backgrounds.

Hence, a two-stage model is utilized in our work. In the first

stage, a network is used to regress the minimum salient re-

gion (RMSR) which can remove the background to the max-

imum extent and also preserve all salient objects, which is

also called salient region detection. As Fig. 1 (e) shows,

RMSR locates the salient region even in the complicated en-

vironment. In this case, we can focus on the expansion in the

second stage.

It is knwon that multi-level information has also differ-

ent contributions for saliency detection. Low-level informa-

tion contains some texture features which help to preserve
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the boundary and shape of salient object, while it cannot help

salient objects stand out from the background. To explore the

semantic properties of salient objects, high-level information

should also be taken into account. As above, both high-level

and low-level information are important for saliency detec-

tion. Therefore, the spiral sharing network (SSN) with a spi-

ral structure connected by skip-layer block is proposed for to

combine different level information.

Based on the above motivations, a new saliency detection

model is designed to extract the salient objects from complex

backgrounds. As shown in Fig. 1(f), even if the background

of the image is complex, our two-stage model still can obtain

a better result. Our work has three contributions:

• A two-stage saliency detection method is proposed

to help salient objects stand out from complex back-

grounds. Experimental results of several datasets show

that our method is effective.

• In the first stage, we utilize a network to regress the

minimum salient region (RMSR) containing all salient

objects so that these objects can be separated from the

background.

• In the second stage, to obtain more information, the spi-

ral sharing network (SSN) is proposed for pixel-level

saliency detection that can utilize high-level and low-

level features.

2. OUR APPROACH

In this paper, a two-stage method is proposed for saliency de-

tection in complex backgrounds. As Fig. 2 shows, in the first

stage, in order to locate the salient region, we take a network

to regress the minimum salient region (MSR). In the second

stage, we feed the MSR to the network. To utilize multi-level

features, a new network named spiral sharing network (SSN)

is designed for the pixel-level saliency detection. From this

two-stage model, we get the final saliency map.

2.1. Regression of Minimum Salient Region (RMSR)

In this work, salient region which contains all salient ob-

jects, is located by two coordinates: the upper-left coordinate

(Wmin, Hmin) and the lower-right coordinate (Wmax, Hmax),
There is a definition for the region as:

f(xi, yj) = 0 (xi, yj) /∈ MSR, (1)

where (xi, yj) represents a pixel in the image. And if the

pixel is not in MSR, it is not salient and equals to 0. Also, it

requires that at least one salient pixel equaling to 1 exists on

each boundary of MSR. A deep convolutional neural network

(i.e. general VGG16[13]) is applied to regress this region,

and the ground truth is the bounding box which can be eas-

ily obtained by the existing saliency datasets. And its loss

Fig. 2. The structure of our two-stage model for saliency de-

tection. In the Stage-1, RMSR network is utilized to regress

the minimum salient region (MSR). In the Stage-2, the three-

branch networks embedded with skip-layer block on each

branch is used to transfer and share multi-level information.

funchtion is Euclidean loss. With the RMSR, we can sepa-

rate the salients objects from the complex background. As

the stage-1 of Fig. 2 shows, the result of the RMSR is also

robust even there are multiple salient objects in the image.

2.2. Spiral Sharing Network (SSN)

As shown in the stage-2 of Fig. 2, the input of SSN is the

cropped image according to the output of RMSR. The struc-

ture of SSN consists of three branches. In order to share more

information between different networks, a spiral structure,

which consists of four skip-layer blocks, is embedded into

the network. With this structure, our model can share multi-

ple features from different branches and layers. It starts from

conv1-2-a of branch-a, through skip-layer block1, passing the

information from branch-a to branch-b. Similarly, the infor-

mation of branch-b is passed to branch-c through skip-layer

block2. With these four blocks, a spiral structure is formed

among the three branches so that the low-level features in the

foregoing branch are combined with the high-level features

in the next branch. CrossEntropy loss is used to calculate the

gap between saliency map and ground truth. In our case, we

also take the VGG16[13] as the branch network. Although it

is a very simple network in many tasks, it still performs well

with our spiral structure which is described in Sec. 3.

Skip layer block, referring to the idea of ResNet[16], com-
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(d) DUT-OMRON

Fig. 3. Compare our proposed algorithm with other state-of-the-art methods on ECSSD, HKU-IS, PASCAL-S and DUT-

OMRON datasets via PR curves.

Table 1. Comparison of our proposed algorithm with other state-of-the-art methods via F-measure value(the higher the better)

and MAE (the lower the better) based on ECSSD, HKU-IS, PASCAL-S and DUT-OMRON datasets. The best results are shown

in red and sub-optimal results are shown in blue.

Method
ECSSD HKU-IS PASCAL-S DUT-OMRON

maxFm MAE maxFm MAE maxFm MAE maxFm MAE
DRFI [5] 0.786 0.164 0.783 0.143 0.690 0.281 0.664 0.150
RBD [14] 0.716 0.171 0.726 0.141 0.655 0.273 0.630 0.141
BL [15] 0.755 0.217 0.723 0.206 0.659 0.318 0.580 0.240

MDF [6] 0.831 0.105 0.861 0.129 0.764 0.142 0.694 0.092
DCL [9] 0.901 0.075 0.907 0.055 0.810 0.115 0.756 0.086
ELD [7] 0.868 0.079 0.881 0.063 0.771 0.121 0.705 0.091

RFCN [8] 0.898 0.095 0.888 0.080 0.832 0.118 0.738 0.095
UCF [10] 0.903 0.069 0.888 0.061 0.818 0.116 0.730 0.120
C2S [11] 0.900 0.057 0.886 0.050 0.840 0.089 0.737 0.080
OURS 0.910 0.062 0.900 0.048 0.834 0.103 0.762 0.068

bines the information between different layers. For example,

as shown in the skip-layer block4 of Fig. 2, the output of

this block is the sum of the feature maps of the 3*3 convolu-

tion layer with the non-linear transformation (ReLU[17]) and

previous feature maps which keeps the low-level information.

The input of this block is the feature maps of conv4-3-a and

the output of this block passes to pool4-b which belongs to

branch-b. It can be formulated as:

Ip4−b = SUM(Fsk−b−4 + Fc4−3−b), (2)

where Ip4−b is the input of pool1-b. Fsk−b−4 and Fc4−3−b

are the outputs of the skip-layer block-4 and conv4-3-b re-

spectively.

In addition, in the training phase of SSN, since the net-

work is a complete three-branch structure, there are three

losses in the network: one of them is master loss and the oth-

ers are auxiliaries. However, in the test, because the output of

branch-c is the final saliency map, the layers that irrelevant to

this output will be removed aiming at simplifying the testing

network. In this way, the test speed can be improved.

3. EXPERIMENT

3.1. Benchmark Datasets and Evaluation Metrics

Dataset. We test our method on ECSSD[18], PASCAL-

S[19], HKU-IS[20] and DUT-OMRON[21]. Many images

have more than one salient object in these datasets.

Evaluation Metrics. To evaluate our method, we use three

metrics: precision-recall curves (PR curve), F-measure[22],

and the mean absolute error (MAE). The PR curve can be

obtained by comparing the binary mask of salient map with

ground truth. F-measure is the weighted average of precision

and recall which is formulated as:

Fm =
(1 +m2)× precision× recall

m2 × precision+ recall
, (3)

where m2 = 0.3 just like many salient works[7, 10, 11]. The

MAE is used to measure the difference between the predicted

value of the classifier and the actual result, the smaller the

better. We can represent it as:

MAE =
1

n

n∑

i=1

|Si −Gi|2, (4)

where Si and Gi represent the result and the ground truth of

one pixel which are normalized to [0,1]. The results of these

metrics are described in sec. 3.3.
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3.2. Implementation

The work is implemented with the publicly Caffe[23] li-

brary. Both of the two networks are train on MSRA-B[24]

and MSRA10K[25] datasets. In the first stage, the image is

scaled to 300×300 uniformly because of the full connected

layers. Then according to the ground truth of saliency map,

two coordinates (mentioned in section2.1), which can locate

the MSR, is labeled as the ground truth for this stage. In the

second stage, only the minimum salient region in the image

is utilized as our training data. To improve the recall rate

of MSR, so that the cropped image can contain all salient

objects, we expand the result of RMSR 0.2 times as input for

the second stage. Finally, the cropped image is padded to the

size of the original image after the second stage. VGG16[13]

is chosen as the pre-trained model for both two networks. The

hyper-parameters used in this work contains: learning policy

(step), base learning rate (le-8), step-size (5000), momentum

(0.90) and weight decay (0.0008).

3.3. Performance Comparison

Our saliency detection method is compared with six CNN-

based methods: MDF[6],DCL[9], ELD[7], RFCN[8], UCF[10],

C2S[11] as well as with three classical methods: DRFI[5],

RBD[14], BL[15]. For a fair comparison, we use the saliency

results or source code provided by the author.

PR curve. As shown in Fig. 3, our method is compared

with the methods mentioned above through PR curves. In all

datasets, our method performs well compared to other meth-

ods at the beginning, because the salient map we get is very

close to the ground truth. Even if when the recall rate is very

high at the end, our prediction rate is still competitive. This

shows that our algorithm can be adapted to a variety of com-

plex scenarios.

F-measure and MAE. F-measure and MAE of meth-

ods are shown in Tabel. 1. On four datasets, our algorithm

achieves top two over both F-measure and MAE. Especially

our algorithm has the best MAE values on HKU-IS and

DUT-OMRON datasets. As for the F-measure, our method

performs best over F-measure in ECSSD and DUT-OMRON.

This result shows that our method is robust to separate salient

objects from complex backgrounds.

Visual comparison. As shown in Fig. 4, our saliency

map is compared with those by other methods. It is obvi-

ous that our approach is able to highlight the salient object

especially in complex and confused backgrounds. This is all

due to the fact that we located the saliency regions in the first

stage.

Running time. It takes 13 hours and 15 hours respec-

tively to train our two networks on a single NVIDIA GTX-

1080TI and a 3.6GHz Intel processor. During the testing, due

to the clipping and splicing operations in the whole process,

it takes 0.12s to process an image of size 400×300, which is

faster than many CNN-based methods[6, 8, 9].

Image DCL ELD RFCN UCF C2S OURS GT

Fig. 4. Visual comparison of our proposed method with other

state-of-the-art methods.

3.4. Ablation Studies

To evaluate the performance of the first stage, we use two

metrics: intersection over union (IOU) and recall rate. On

ECSSD and PASCAL-S datasets, IOU is 0.803 and 0.786. As

for recall rate, it is 99% and 98.3% on two datasets.

We also perform a contrast experiment on ECSSD and

PASCAL-S datasets to evaluate the effectiveness of our

method. We take out skip-layer blocks from SSN trained

with raw image as baseline model. Then we train SSN with

raw image too. Finally we use the cropped datasets dealt with

the RMSR as training image for baseline and SSN. As shown

in Table 2, the two-stage model performs best. Compared

with baseline, our method improves the maximum F-measure

by 1.5% and 2.5% and decrease the MAE by 18% and 13%

over on ECSSD and PASCAL-S datasets, respectively.

Table 2. Comparison of F-measure and MAE on ECSSD and

PASCAL-S datasets to evaluate the performance of SSN and

RMSR.

Method
ECSSD PASCAL-S

maxFm MAE maxFm MAE
Baseline 0.896 0.076 0.812 0.118

SSN 0.906 0.065 0.825 0.107
baseline+RMSR 0.905 0.066 0.823 0.109

SSN+RMSR 0.910 0.062 0.832 0.103

4. CONCLUSION

In this paper, we propose a two-stage method of saliency de-

tection to get a result with clean background as well as high-

lighting salienct objects. The first stage is utilized to locate

salient region so that we can use a limited region instead of

the raw image for pixel-level saliency detection. In the sec-

ond stage, a spiral sharing network is designed to share the

features between different layers and multiple branches, and

through these abundant information, our final saliency map

is very close to ground truth. Experiment on several datasets

show that our method achieves a state-of-the-art performance.
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