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ABSTRACT
Temporal action detection in untrimmed videos is an important yet
challenging task. How to locate complex actions accurately is still
an open question due to the ambiguous boundaries between action
instances and the background. Recently a newly proposed work
exploits Structured Segment Networks (SSN) for temporal action
detection, which models temporal structure of action instances via
structured temporal pyramids, and comprises two classifiers, respec-
tively for classifying actions and determining proposal complete-
ness. In this paper we attempt to delve the temporal boundary in-
formation when modeling temporal structure of action instance, by
introducing to SSN the structured temporal boundary attention pyra-
mid. On top of the pyramid, we add another set of classifiers for unit-
wise completeness evaluation, which enables proposal recycling for
efficient action detection. Experimental results on two challenging
benchmarks, THUMOS’14 and ActivityNet, indicate that our Tem-
poral Boundary Network shows a significant performance improve-
ment compared with SSN, and achieves a competitive performance
compared with state-of-the-arts.

Index Terms— deep learning, temporal action detection, fea-
ture pyramid, temporal boundary

1. INTRODUCTION

Temporal action detection aims to figure out both the action category
and the accurate temporal location of action instances in untrimmed
videos. During the past few years, temporal action detection has
drawn increasing interest [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14],
due to its considerable applications in security surveillance, human-
machine interaction, etc. However, how to locate long complex ac-
tion instances accurately is still an open question.

Most existing methods follow a two-step fashion. First, propos-
als probably containing actions are generated, and then the proposals
are classified and refined. Recently, it is reported in [6] that temporal
structure analysis is vital for distinguishing complete actions from
incomplete ones when classifying proposals. In [6], each proposal
is expanded and divided into three stages, e.g. starting, course and
ending. Upon these stages, structured temporal pyramids (STPP)
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are built to explicitly model the temporal structure of actions. Then
the proposals are classified and refined based on the prediction of
action classifier and completeness classifier. SSN [6] achieves a
promising detection performance. However, SSN ignores the im-
portance of temporal boundary information by treating these three
stages equally. Additionally, SSN simply discards proposals con-
taining incomplete actions, resulting in a waste of resources.

Temporal Boundary Temporal BoundaryStarting Course Ending

Fig.1. Temporal boundary. A proposal (green box) is expanded
and then divided into three stages, i.e. starting, course, ending. The
response of TBN shows a steep change near temporal boundaries.

In this paper we focus on the classification and refinement of ac-
tion proposal. We inherit the manner to detect actions through tem-
poral structure modeling, but go beyond these two aforementioned
limitations of SSN. To determine whether a video segment contains
a complete action instance, generally human beings first inspect the
course of the segment briefly, and then focus on its two boundaries
to see whether it is complete. Following this observation, we re-
place the STPP in SSN with structured temporal boundary attention
pyramid (STBAP). The difference between STBAP and STPP is that
STPP simply pools and concatenates the feature of the three stages,
while STBAP executes an additional downsampling operation be-
fore concatenation to highlight the temporal boundary information.
The boundary attention mechanism enables the network to pay more
attention to temporal boundaries between action instances and the
background (Fig.1). Furthermore, we evenly divide each expanded
proposal into several units, and add another set of unit-wise com-
pleteness classifiers upon the pyramid in addition to the two dis-
criminative models in SSN. With the fine-grained unit-wise com-
pleteness prediction, we use the grouping scheme proposed in [15]
to compose additional detection results from the union of incomplete
action instances. The recycling of proposals containing incomplete
actions brings higher proposal usage efficiency and better detection
performance. The new network is named Temporal Boundary Net-
work (TBN), which achieves a significant performance improve-
ment compared with SSN. The main contributions of this paper:
(1)To the best of our knowledge, this is the first work to proposal
temporal boundary attention mechanism for accurate temporal ac-
tion detection. (2)We propose a proposal recycling strategy, which
improves both the proposal usage efficiency and detection perfor-
mance. (3)TBN achieves competitive performance compared with
state-of-the-arts on THUMOS’14 and ActivityNet dataset.
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Fig.2. An overview of TBN. First a proposal is extended to 2X
length. Then the augmented proposal is divided into three stage:
starting, course, ending. STBAPs are built on the two-stream
features of these three stages. Upon the pyramids, three types
of classifiers are built, respectively for action category predic-
tion, proposal-wise completeness determination and unit-wise
completeness determination.

2. RELATED WORK

Action Recognition. Lots of methods have been introduced to
action recognition task [16, 17, 18, 19, 20]. The two-stream net-
work [16] and 3D CNN [17] have been proposed to incorporate
both appearance and motion cues in different manners. Wang et.al.
[19] proposed Temporal Segment Network (TSN) to cope with long
videos. Both SSN [6] and TBN are based on two-stream structure
and use the sparse sampling scheme introduced in [19] to select
input frames from videos.
Temporal Action Detection. Recently temporal action detection
has received much attention ([1, 21, 3, 4, 6, 22, 8, 23, 10, 24, 11, 14]).
Shou et al. [4] utilized a multi-stage 3D CNN network [17] for
action localization. Chao et al. [14] proposed to detect actions
based on Faster RCNN [25] structure. Zhao et al. [6] introduced
Structured Segment Network, which distinguish complete and in-
complete action instances by modeling the temporal structure of
action instances. Different from them, we utilize STBAP to delve
temporal boundary information of action instances. Furthermore,
we recycle incomplete action proposals by grouping action units.

3. METHOD

An overview of TBN is shown in Fig 2. In this section we delve into
the two main contribution of this paper, i.e., the STBAP, and the
proposal recycling strategy. We also introduce the multi-task loss
function to train the network.

3.1. Structured Temporal Boundary Attention Pyramid

(a). STPP in SSN

ΓΓ
Γ

(b). STBAP.

Fig.3. Each hollow box represents the feature of a snippet. (a).
STPP in SSN [6]. Feature of three stages (blue boxes for starting
and ending, green box for course) is pooled and concatenated. (b).
STBAP. Before concatenation we downsample the features of all
three stages except temporal boundary parts. Γ is 1 * 1 convolution.

We first give a brief description of the STPP in SSN. Given a
expanded proposal pi = [si, ei], where si and ei are the starting and
ending frame of the i-th expanded proposal, STPP first divides it
into three stages, i.e., starting, course and ending. On the feature of
each stage, a K-level STPP is constructed, where each level evenly
divides a stage into Tk parts. Taking the course stage for instance,
the j-th part of the k-th level, whose interval is [skj , ekj ], can be
denoted as

u
(k)
j =

1

|ekj − skj + 1|

ekj∑
t=skj

vt (1)

where vt is the two-stream feature of t-th snippet, and an expanded
proposal consists of 9 snippets. The overall representation of course
stage F c

i is the concatenation of the pooled feature across all parts at
all levels, which can be denoted as

F c
i = (u

(k)
j |k = 1, ...,K, j = 1, ..., Tk) (2)

Note that each u(k)
j is a vector with the same length Lu. Hence, ev-

ery part is processed with the same importance. Different from that,
STBAP derives a global representation for each proposal while fo-
cusing more on the temporal boundaries between action instance and
its surrounding background. As shown in Fig.3 (b), STBAP down-
samples the feature of each stage except the temporal boundary part.
More specifically, for level k, the feature representation contains two
parts: the temporal boundary part ub

i = (u
(k)
j |j = 1, Tk) and the

non-temporal boundary part un
i = (u

(k)
j |j = 2, ..., Tk − 1). For

each u(k)
j ∈ un

i , we downsample it with operation Γ. We concate-
nate ub

i and un
i as feature representation Hc

i of stage course, which
can be denoted as

Hc
i = ((Γ(u

(k)
j )|j = 2, ..., Tk − 1), (u

(k)
j |j = 1, Tk)) (3)

where k = 1, ...,K. Specifically, we use 1*1 convolution to down-
sample un

i to length Ld (Ld < Lu). This construction not only
leverages the temporal structure of each action instance, but also ex-
plicitly delves the temporal boundary information, which is vital for
distinguishing complete action instances from incomplete ones. Fol-
lowing [6], we use a two-level pyramid, i.e. K = 2, T1 = 1, T2 = 2
for the course stage, while using a simpler one-level pyramid (stan-
dard average pooling) for the starting stage and ending stage.

0     0     0     1     1 1     0     0     1     1 -1    -1    -1    -1    -1 0     0     0    1     1
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Fig.4. Unit grouping. Each box represents a proposal divided
into 5 units. 0 and 1 represents background and complete unit
respectively. Units in complete action proposals are marked with -1,
which would not be taken in when perform unit grouping. Green
boxes represents the grouped detection results.

3.2. Proposal Recycling Strategy

First we briefly introduce the two types of classifiers that TBN in-
herits from SSN. The action classifier A is built on the course stage,
and makes classification prediction on C action categories and the
background category. The completeness classifiers {Bk}Ck=1 deter-
mines whether a proposal covers a complete action instance, and it
is fed the concatenated feature of all three stages.

We introduce another set of unit-wise completeness classifiers
{Ck}C+1

k=1 . Here a unit is a single part of an action proposal. Specif-
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ically, given an expanded proposal pi = [si, ei] with a duration
di = ei − si, we evenly divide it into Ns individual units, each
with a duration di/Ns. The j-th unit of pi is represented by ω(i)

j :

[s
(i)
j , e

(i)
j ] (j = 1, ..., Ns), where s(i)j = si + (j − 1) · di/Ns and

e
(i)
j = si+j ·di/Ns. For each ω(i)

j , the unit-wise completeness clas-

sifiers output a probability indicating whether ω(i)
j is background or

part of an action instance. With unit-wise completeness prediction,
we recycle proposals that contain incomplete action instances, by
grouping isolated, fine-grained action assessments at each unit into
meaningful detection results, as shown in Fig.4. This proposal recy-
cling strategy aims to make full use of action proposals, thus improve
the efficiency and detection performance.

The predictions of the three classifiers (category, completeness,
unit-wise completeness) for pi are denoted by P (ci|pi), P (bi|ci, pi)
and P (bj |cj , ωj , pj̃) respectively, where the unit ωj is included
in the proposal pj̃ . In [6], the joint probability of P (ci|pi) and
P (bi|ci, pi) is used as confidence score to evaluate the quality of pi,
as defined in Eq. 4:

P (ci, bi|pi) = P (ci|pi) · P (bi|ci, pi) (ci ≥ 1) (4)

Defining that {νk}Ng

k=1 represents new action proposals collected by
grouping complete units, where νk is comprised of units {ωj}Mk

j=1,
we compute the confidence score for νk by:

P (ck, bk|νk) =
1

Mk

2 Mk∑
j=1

P (cj |ωj , pj̃) ·
Mk∑
j=1

P (bj |cj , ωj , pj̃) (5)

where cj ≥ 1 and bj̃ = 0. When cj ≥ 1, pj̃ and ωj share the
same action category, p(cj |ωj , pj̃) = p(cj̃ |pj̃). Both P (ci, bi|pi)
and P (ck, bk|νk) are used evaluate the detection results when per-
forming Non-Maximum Suppression.

3.3. Loss Function Formulation

Let us consider proposal pi and the units
{
ω

(i)
j

}Ns

j=1
separated from

it. For ω(i)
j we label its completeness with b(i)j = 1 if its overlap

with the groundtruth is higher than 0.5. Otherwise b(i)j = 0. The
optimization objective of unit-wise completeness classifiers is shown
in Eq. 6:

Lunit(b
(i), c(i), pi) =

1

Ns

Ns∑
j=1

(−log(P
c
(i)
j

j [pi])) (6)

We utilize location regression to refine the position and span of pro-
posal. We define a multi-task loss to train the network in an end-to-
end manner, illustrated by Eq.7:

Loss = Lcls(ci, pi) + λ1 · 1(ci≥1)Lcom(bi, ci, pi)

+ λ2 · 1(ci≥1&bi=0)Lunit(b
(i), c(i), pi)

+ λ3 · 1(ci≥1&bi=1)Lreg(µi, φi; pi)

(7)

whereLcls(ci, bi) is cross-entropy loss function, andLcom(bi, ci, pi)
is computed based on online hard negative mining [26]. Lreg(µi, φi; pi)
utilizes the smooth L1 loss function.

4. EXPERIMENTS

In this section, we first introduce the datasets and implementation de-
tails. Then we go deeper for ablation studies. Finally we compare the
overall temporal action detection performance of our method with
state-of-the-arts, and discuss the generalizability of our methods.

4.1. Dataset and Implementation

Dataset. We validate our method on two widely-used public dataset:
THUMOS14 [27] and ActivityNet v1.2 [28]. THUMOS’14 con-
tains 20 action class, with 200 videos for training and 213 videos
for testing. ActivityNet v1.2 has 100 different type of actions, with
4819 training videos, 2383 validation videos and 2480 test videos.
Implementation. Inception with Batch Normalization (BN-Inception)
[29] is used as feature extractor. Each classifier consists of one fully
connnected layer. For fair comparison, we follow most hyper-
parameter settings of SSN. The mini-batch size is 144. The initial
learning rate for the RGB branch and the Flow branch are 0.001
and 0.005 respectively. The momentum is 0.9 for both streams.
On THUMOS’14, the RGB branch and flow branch are trained for
1K iterations and 6K iterations respectively, and the learning rate
is scaled down by 0.1 per 400 and 2500 iterations respectively. On
ActivityNet v1.2, the RGB branch and flow branch are respectively
trained for 12K and 20K iterations, with learning rate reduced by
a factor of 10 after per 4K and 8K iterations. Each augmented
proposal is divided into 5 units, i.e. Ns = 5. In the loss function,
λ1=0.1, λ1=0.1, λ1=0.3.

4.2. Ablation Study

To validate the effectiveness of our proposed method, and explore
the best hyper-parameter setting, we conduct ablation study ex-
periments on THUMOS’14 dataset. We use ImageNet pre-trained
weights to initialize TBN when performing ablation study. mean
Average Precision (mAP) at tIoU=0.5 is used to measure the perfor-
mance. For convenience, ”Grouping” represents the unit grouping
scheme introduced in [15], and TBN is the combination of ”SSN”,
”STBAP”, ”Grouping”.

SSN(RGB+Flow) 27.36
Ld =
Lu

Ld =
0.75Lu

Ld =
0.5Lu

SSN(RGB) + STBAP 18.02 18.68 17.84
SSN(Flow) + STBAP 22.64 22.92 23.34

SSN + STBAP 27.66 28.83 27.91

Table 1. Detection performance(%mAP at tIoU=0.5) with various
Ld value .

without Grouping with Grouping
TBN(RGB) 19.68 20.10
TBN(Flow) 24.31 24.44

TBN 30.06 30.30

Table 2. Experimental results (%mAP at tIoU=0.5) on the effect of
proposal recycling.

Structured Temporal Boundary Attention Pyramid. Here we
explore the effectiveness of STBAP. In STBAP, 1*1 convolution is
used to downsample the feature of each stage to length Ld, while the
length of temporal boundary feature is kept as Lu. Here Lu is de-
termined by feature extraction backbone network. The experiment
results with various Ld values are shown in Table 1. The perfor-
mance is significantly improved when SSN is equipped with STABP.
While an additional 1*1 convolution layer (Ld = Lu) helps improve
the performance slightly, rescaling feature vectors that contain little
boundary information (Ld < Lu) enables the network to perform
much better. It verifies the idea that the temporal boundary informa-
tion should be paid more information when doing accurate temporal
action detection. As we can see in Table 1, the best value for Ld is
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0.75Lu, which retains the detailed temporal boundary information
and condenses the feature from other parts of proposals simultane-
ously. Therefore, we fix Ld = 0.75Lu in following experiments.

Proposal Recycling. In [15], Xiong et al. introduce a scheme
to group action proposals from snippet-wise actionness estimation.
Similarly, we adopt the grouping scheme to generate extra detection
results from incomplete action proposals (Fig.4). To study the influ-
ences of unit-wise completeness classifiers and the grouping scheme
separately, we train TBN with unit-wise completeness classifiers, but
test it with or without the grouping method. The experimental re-
sults are shown in Table 2. As shown in Table 2, even though we
don’t supplement the extra detection results generated by grouping,
the performance is still improved, which indicates that the unit-wise
classifiers help boost the performances of the other two types of clas-
sifiers. This is reasonable since additional supervision information
from unit-wise completeness classifiers promotes the whole network
to learn about the temporal structure of action proposal more accu-
rately. Besides, we can observe that the grouping scheme does help
to improve the detection performance.

tIoU 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Karaman et al. [30] 4.6 3.4 2.1 1.4 0.9 - -

Oneata et al. [3] 36.6 33.6 27.0 20.8 14.4 8.5 3.2
S-CNN [4] 47.7 43.5 36.3 28.7 19.0 10.3 5.3

Yeung et al. [7] 48.9 44.0 36.0 26.4 17.1 - -
Yuan et al. [8] 51.4 42.6 33.6 26.1 18.8 - -

CDC [1] - - 40.1 29.4 23.3 13.1 7.9
R-C3D [2] 54.5 51.5 44.8 35.6 28.9 - -

CBR-TS [31] 60.1 56.7 50.1 41.3 31.0 19.1 9.9
SS-TAD [5] - - 45.7 - 29.2 - 9.6

Chao et al. [14] 59.8 57.1 53.2 48.5 42.8 33.8 20.8
SSN(ImageNet) [6] - - - - 27.4 - -
SSN1(ImageNet) [6] - - - - 29.8 - -
SSN(Kinetics) [6] - - - - 32.5 - -
TBN(ImageNet) 61.9 55.6 48.8 39.1 30.3 20.7 11.3
TBN(Kinetics) 67.2 61.2 54.8 44.6 33.8 22.8 13.0

Table 3. Action detection results using TAG proposals [6] on THU-
MOS’14 testing set. Performance is measured by mAP at multiple
tIoU thresholds, ranging from 0.1 to 0.7.

4.3. Comparison With State-of-the-arts

THUMO’14. First we validate our method on the proposal produced
by TAG [6]. The overall experimental results on THUMOS’14 are
show in Table 3. mAP at different tIoU thresholds is used to com-
pare the performance of different methods. A good temporal ac-
tion detection method is expected to achieve high mAP at high tIoU
threshold. From Table 3 we can observe that TBN shows about
3% mAP improvement over SSN at tIoU=0.5 when using ImageNet
[32] pre-trained weights for initialization, while showing a 1.3% im-
provement when TBN is initialized with Kinetics [18] pre-trained
weights. Compared with most of other state-of-the-art methods,
TBN also demonstrates superior performance. The experimental re-
sults demonstrate that, our proposed STBAP and proposal recycling
strategy significantly help to locate action instances more accurately.

ActivityNet v1.2. ActivityNet has more diversity in terms of the
number of action categories and the number of videos. Evaluation
in ActivityNet helps validate the effectiveness of our method, and
exclude the possibility that it is overfitting that brings performance

1The detection results is filtered with UntrimmedNets [11] to keep only
those from the top-2 predicted action classes

improvement. Since only action proposals (generated by TAG [6])
on the training and validation sets of ActivityNet v1.2 are publicly
available, we measure the performance of TBN on the validation set.
As shown in Table 4, compared with other approaches, our proposed
TBN achieves superior temporal action detection performance. The
performance is improved significantly compared with SSN, though
we only slightly modify the architecture of SSN.

tIoU 0.5 0.75 0.95 Average
Xiong et al. [15] 41.1 24.1 5.0 24.9

SSN (ImageNet) [6] - - - 24.5
TBN (ImageNet) 42.9 28.1 7.4 27.6

Table 4. Action detection results using TAG proposals [6] on Activ-
ityNet v1.2 validation set. The performances are measured by mAP
at multiple tIoU thresholds {0.5, 0.75, 0.95} and the average mAP
of thresholds from 0.5:0.05:0.95.

tIoU 0.3 0.4 0.5 0.6 0.7
BSN [33] 53.5 45.0 36.9 28.4 20.0

SSN(ImageNet) [6] 52.6 46.2 37.9 28.8 20.2
TBN(ImageNet) 53.8 47.1 39.1 29.7 20.8

Table 5. Action detection results using proposals generated by BSN
[33] on THUMOS’14 testing set.

4.4. Discussion

Though TBN outperforms most of other temporal action detection
methods, there is still a performance gap between TBN and the
Faster RCNN based approach in [14]. One possible reason is that
the detection performance is limited by the quality of proposals.
To verify this conjecture, we validate our method on another better
proposal method [33]. As we can see from Table 5, given proposals
of higher quality, TBN obtain a much better detection performance.
Besides, the network in [14] uses a more discriminative feature
extracter (I3D [18]) than BN-Inception, which promises better per-
formance. The performance gain compared to baseline network
demonstrates that the temporal boundary attention mechanism and
proposal recycling method can bring significant performance im-
provement. The temporal boundary attention mechanism can be
implanted into any other proposal-based temporal action detection
framework to improve detection performance.

5. CONCLUSION

In this paper, we address the challenging problem of temporal action
detection. Our proposed Temporal Boundary Network (TBN) uti-
lizes a structured temporal boundary attention pyramid to explicitly
emphasize temporal boundary information of action instances. On
top of the pyramid, three types of classifiers, respectively for ac-
tion category prediction, proposal-wise completeness evaluation and
unit-wise completeness determination, are applied. With the fine-
grained unit-wise completeness prediction, we recycle proposals
containing incomplete action instance by bottom-to-up units group-
ing. Extensive experiments demonstrate that TBN achieves compet-
itive performance compared with other state-of-the-arts method on
both THUMOS14 (mAP @tIoU=0.5: 39.1) and ActivityNet v1.2
(Average mAP 27.6) datasets. The proposed generalizable tempo-
ral boundary attention mechanism and proposal recycling strategy
significantly help to locate actions more accurately .
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