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ABSTRACT

One of the most challenging goals of future immersive ser-
vices is to enable the observation of a scene from any view-
point, thus making free-navigation possible under certain con-
straints. In order to provide such kind of services with smooth
navigation, a huge amount of views should be available on
the client’s device. In particular, it is important for the case of
2D-multiview content, where cameras are positioned on a 2D
grid in order to provide both horizontal and vertical parallax.
This kind of content requires a large coding rate; therefore
improving the compression performance of video encoders is
especially relevant in this case. This paper studies how the
encoder configuration affects the compression, by taking into
account the spatial position of each camera. Four parameters
are addressed in this work: coding order of the views, the
number of reference lists, the number of reference pictures,
and the ordering of pictures in the reference lists. An average
of 12.0% bitrate saving is achieved for medium bitrate and
11.1% for low bitrate compared to the state of the art tech-
niques.

Index Terms— Compression, free-navigation, 2D-multiview,
reference pictures lists, coding order

1. INTRODUCTION

Immersive video formats for free navigation, such as 2D-
multiview content (i.e. multiview with both horizontal and
vertical parallax) are extremely demanding in terms of cod-
ing resource, therefore efficient compression is of crucial
importance. In general, compression efficiency can be im-
proved by modifying the tools (normative modifications) and
by optimzing the encoder (non-normative modifications).
In this study, we consider a non-normative modification of
MV-HEVC [1] related to the coding order, to the reference
list construction, and to the number of reference pictures in
reference lists. The reference pictures are those pictures that
have already been decoded and can thus be used to predict
a block of pixels in the current picture. HEVC allows to
use up to fifteen reference pictures, organized in one or two
lists. Reference pictures are signaled by indexes in the ref-
erence lists. The inter-view prediction process is identical to

the usual temporal prediction, the only difference is that the
reference pictures come from different views and are taken
at the same time instant; in opposition, when temporal pre-
diction is performed, the reference pictures come from the
same view, but at different time instants. The optimization
of the reference list for temporal prediction has been widely
studied for ”classical” (i.e., single view) video content [2];
likewise, there have been some works on the selection of
reference view for optimizing inter-view prediction in the
case of horizontal-parallax multiview video: for example,
Maugey et al. [3] have investigated in detail the case of 1D-
multiview content and the free navigation scenario along the
1D path. However, in the case of 2D-multiview, the opti-
mization of the reference list structure has been overlooked
in the literature. In one of the few works dealing with this
topic [4], it is claimed that serpentine coding order among
views, depicted in Fig. 1, gives the best RD performance, but
no proof is given. Moreover, it is not clear how to generalize
the prediction structures that works well in the temporal case
to the interview case: for example, hierarchical bi-directional
prediction is very effective for temporal prediction while is
expected to be less performing for inter-view prediction since
there is less correlation between the views and the motion
vectors are much larger. In order to find the best encoding
configuration one can perform an exhaustive search, which
requires an encoding of the content with tested configuration
and a measurement of the encoder performance, but this ap-
proach would require such a huge amount of computational
power to be practically unfeasible. For example if we encode
sixteen views with all possible configurations and coding
orders using the current implementation of multiview codec
(two reference lists and up to fifteen reference pictures in
each list), the total amount of encoder’s configurations will
be larger than 1077. Our goal is to provide clues about how to
choose an effective encoder configuration based on geometri-
cal relationships between cameras without an explicit testing
of all combinations.

2. ANCHOR AND CONTEXT

In this paper we consider the compression of one access unit
(AU) of both texture and depth, i.e., the textures and the depth
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Fig. 1: Coding order of the
anchor configuration.
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Fig. 2: Examples of synthe-
sis configurations.

from all views at one given time instant. The reason is that we
want to explore the best practices for inter-view prediction,
without for the moment considering the influence of tempo-
ral prediction. This aspect will be studied in future works.
We study the impact of the coding order and of the refer-
ence lists construction on the RD performance. We set as the
anchor an MV-HEVC encoder with direct-P inter-view struc-
ture, one reference list, one reference image in the list and ser-
pentine coding order, as shown in Fig. 1. Our anchor fits to the
MPEG-I’s common test conditions [1]. In particular, the tex-
ture and depth frames are compressed separately, and after de-
coding texture and depth information, virtual views on the po-
sitions of captured views are synthesized in order to test how
the compression impacts the quality of the synthesis. The pro-
cess of selection input views for synthesis is described in [1],
some of the synthesis configurations are shown in Fig. 2. The
RD performance of the proposed schemes are compared to
the anchor using the Bjontegaard Delta Rate [5]. Following
the CTCs [1], we compute the BD-rate on the compressed
views (video BD-rate for short) and on the synthesized views
(synth BD-rate). We consider five values of the quantization
parameter (QP), that is 25, 30, 35, 40, 45, the first four ac-
counting for a medium bitrate range, the last for four a low bi-
trate range. For this study we have used five 2D-multiview se-
quences in a 4-by-4 2D configuration (i.e., 16 views in 4 rows
and 4 columns): Technicolor Painter [6], ULB Unicorn [7],
Orange Shaman, Orange Dancing, and Orange Kitchen [8].
Technicolor Painter and ULB Unicorn are captured scenes
and Orange Shaman, Orange Dancing, and Orange Kitchen
are computer generated sequences. The depth maps for cap-
tured sequences are estimated as described in [9] for Techni-
color Painter and in [10] for ULB Unicorn sequence.

3. REFERENCE LIST OPTIMIZATION

3.1. Number of reference lists

We start by assessing how much we can gain by using two
reference lists and bi-prediction. The experiments have been
conducted for five sequences for the first AU. On average we
have gained 0.7% video BD-rate for medium bitrate and 0.3%
for low bitrate. For synthesized view we have gained 2.8%
and 2.6% for medium and low bitrate respectively.

3.2. Number of reference picture

In this experiment our goal is to check how much the RD per-
formance depends on the number of reference views. We per-
formed fifteen separate encoding of our content, increasing
the number of reference pictures at each time using the ser-
pentine scanning order and two reference lists. The results are
shown in Fig. 3. The usage of seven references gives the best
performance for compression while for synthesis BD-rate the
best number of reference pictures is eight. For compression it
is the best configuration for all the sequences both for medium
and low bitrate. The maximum compression performance is
achieved for Technicolor Painter sequence with -15.7% and -
13.7% BD-rate gain for medium and low bitrate respectively.
The lowest compression performance is achieved for Orange
Shaman with -3.0% and -1.8% BD-rate gain. For synthesis
the best configuration for medium bitrate is one with nine ref-
erences with -10.4% BD-rate gain, and for low bitrate with
eight references that provides -9.7% BD-rate gain. We de-
duce from these results that using lists with larger number of
references increases the signaling cost without being compen-
sated for by better prediction.
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Fig. 3: Dependency of BD-Rate gain on the number of refer-
ence pictures.

3.3. Reference list ordering

In order to reduce the signaling of reference picture’s index,
we propose to modify the construction of reference lists. We
calculate the distance between the camera that corresponds to
the current view and cameras that correspond to all already
decoded views, and the references views are put the lists in
increasing distance order. The calculation of the distance be-
tween cameras is performed based on the camera parameters.
The tie-break rules are the following: if the equidistant views
are horizontal and vertical neighbors of the current view (e.g.
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Configuration video BD-rate synth BD-rate
medium low medium low

Desc Desc -10.6% -9.3% -13.0% -11.8%
Asc Asc -9.1% -7.6% -9.2% -9.2%
Asc Desc -7.1% -5.3% -8.6% -7.7%
Desc Asc -10.3% -9.1% -11.7% -10.1%
Proposed -11.0% -9.7% -12.6% -12.6%

Table 1: Dependency of BD-rate on the different ways of
reference list ordering.
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Fig. 4: Coding orders

V6 and V9 references for V10, see Fig. 1), the order is H-
V in list 0 and V-H in list 1. Otherwise they are ordered by
putting the last coded view first (e.g., V5 and V7 for V10, see
Fig. 1). The proposed configuration is compared with some
basic reference list organizations, where we have put the pic-
tures in reference list either in ascending (Asc) or descending
(Desc) coding order. The results of the experiments are repre-
sented in Table 1. By applying the proposed method of refer-
ence lists construction we have obtained 11.0% BD-rate gain
for medium and for low bitrates, and 12.6% for synthesized
views. Thus, putting reference pictures into the list starting
from the closest to the current view provides the best BD-rate
gains.

4. IMPACT OF CODING ORDER ON
PERFORMANCE OF COMPRESSION

4.1. Experiments for different coding orders

In this study the goal is to find out how the compression effi-
ciency depends on the coding order of the views. As is shown
in the literature [11][12][13] different coding orders are bene-
ficial for the different type of content, but often one particular
coding order is selected without giving an explanation of the

Coding order video BD-rate synth BD-rate
medium low medium low

SH -11.0% -9.7% -12.6% -12.6%
SV -10.8% -9.4% -4.3% -3.7%

SFC -10.8% -9.5% -10.4% -10.4%
ZZ -10.2% -8.5% -13.2% -12.8%
SpE -8.7% -7.4% -6.9% -8.4%
SpC -12.0% -11.1% -8.7% -11.0%

Table 2: Impact on performance of different coding orders:
serpentine horizontal(SH), serpentine vertical (SV), space fill-
ing curve (SFC), zig-zag (ZZ), spiral from the edge (SpE), and
spiral from the center (SpC).

choice. In Fig. 4 four different coding orders are depicted:
space filling curve (4a), spiral from the edge (4b), zig-zag
(4c), and serpentine vertical (4d). For spiral we test two vari-
ants: starting from the edge V1 to the center V10, and in other
direction from V10 to V1.

Table 2 shows results of performance for different coding
orders. On average the coding order that provides the best
results for compression is spiral from the center, since the ref-
erence picture are as close as possible to the current one, and
they are signaled using smaller index (i.e., less bits) in the
reference list. Moreover in this configuration the intra pic-
ture which is encoded at higher quality, is in the center, so
its average distance from the current encoded view is mini-
mized. If we look at the results sequence-wise, we can ob-
serve that spiral from the center configuration is the best in
terms of compression performance for all of the sequences
except Technicolor Painter. For captured sequences the worst
configuration is serpentine vertical, and for computer gener-
ated is spiral from the edge. The results for compression and
synthesis are consistent for captured sequences.

These results clearly show that the content has a huge im-
pact on the most efficient coding order. In particular we ar-
gue that the pictures that are more often used as reference
(which necessarily are encoded early) must be very good pre-
dictors for the other views. This means not only that starting
from the center is in general a good choice, but also that, if
some view is different from the other (e.g. because of differ-
ent color calibration), this can disrupt the prediction structure.
Since the SpC coding order does not work well on the Tech-
nicolor Painter content, we wondered if some of the views are
not well calibrated and affect the prediction process. There-
fore we computed some metric to assess the similarity among
views, in particular we choose the Kullback-Leibler diver-
gence (KLD), or relative entropy. As we can observe from
these results the KLD between views 8 and 9 for Technicolor
Painter sequence, shown in Fig. 5b, is larger compared to the
other views. It can be an indicator for a misalignment in cap-
turing process of these views. It results in inconsistent predic-
tors being used by the encoder.
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(a) ULB Unicorn (b) Painter (c) OrangeDancing

(d) OrangeKitchen (e) OrangeShaman

Fig. 5: Graphical representation of the KLD between views i
and j for different sequences: A(i, j) = D(pi||pj), where pk
is the relative frequency of luminance values of view k, used
as an estimator of the corresponding PDF, and D(·||·) is the
KLD.

4.2. Refinement based on different reference list alloca-
tions.

We have observed from previous tests that the intra-picture
is often used as the reference even if its reference index is
higher than of the others. One of the reason that this picture
has higher quality is the lower QP, as it is described in CTC
[1]. Taking into account this fact we We modify the reference
list by anticipating the position of the Intra picture. However,
we did not observe gains in compression efficiency. One of
the main reasons for this behavior is that the intra picture is
already located very close to the other views in this coding
order.

4.3. Dependency on the number of reference picture.

In Section 3.2 we show that, using the anchor configuration,
the best number of reference pictures is seven. However, by
the time being, we know that the anchor configuration can
be improved by using the SpC coding order and the distance-
based list construction. Therefore we want to know what the
best reference picture number is in this configuration. The re-
sults of the experiments are depicted in Fig. 6. As we can see
from the figure using more than five references does not im-
prove the compression performance. Most of the gains come
only from the fact that we are using one horizontal and one
vertical neighbor, which is why the configuration with two
references is just slightly worse than with five. If we compare
results obtained in Section 3.2 shown in Fig. 3 with the ones
in Fig. 6, the curve for compression is smoother in Fig. 6 and
saturates after configuration with the usage of five references.
However, when 5 references are used, the encoding time in-
creases in 3.2 times compared to the case where only one ref-
erence picture is used. Since the complexity of decoder does
not depend on the number of used references, the providers

of free-navigation services can make a decision regarding bit-
rate savings for the streaming of such content based on their
available resources.
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Fig. 6: Dependency of BD-Rate gain on the number of refer-
ence pictures for spiral coding order.

5. CONCLUSIONS

In this paper we have extensively studied the impact on the
compression performance based on different parameters of
encoder configuration. By using two reference lists we bene-
fit from bi-prediction and can achieve 0.5% BD-rate gain. By
applying the proposed method of reference lists construction
we have obtained 11.0% BD-rate gain for medium bitrate and
9.7% for low bitrate and 12.6% for synthesized views. Thus,
putting reference pictures in the list starting from the closest
to the current view provides the best BD-rate gains. More-
over for most of the sequences spiral coding order provides
the best results for video BD-rate, since the picture coded in
Intra mode is located close to the most of coded views and is
often used as a reference. However misalignment or inaccu-
rate calibration of the cameras may disrupt the prediction effi-
ciency, therefore coding structure that are effective in the gen-
eral case can be less effective for content having this kind of
problems, such as Technicolor Painter. The first five reference
pictures in reference list contribute the most to the overall per-
formance. We have gained 12.0% in terms of BD-rate. Using
lists with larger number of references increases the signaling
cost without being compensated for by better prediction. Fu-
ture work will be devoted to study the impact of reference list
characteristics in the case when both temporal and interview
predictions are used.
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