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ABSTRACT

Over the past few years, gathering massive volume of 3D data
has become straightforward due to the proliferation of laser
scanners and acquisition devices. Segmentation of such large
data into meaningful segments, however, remains a challenge.
Raw scans usually have missing data and varying density. In
this work, we present a simple yet effective method to se-
mantically decompose and reconstruct 3D models from point
clouds. Using a hierarchical tree approach, we segment and
reconstruct planar as well as non-planar scenes in an outdoor
environment. This tree uses an exclusive energy function and
a 3D convolutional neural network, HollowNets, to classify
the segments. We test the efficacy of our proposed approach
on a variety of complex real and synthetic data samples, ob-
taining an improvement of 7.9% in mean IOU over the state
of the art approaches.

1. INTRODUCTION

The increasing use of terrestrial and aerial laser scanning
along with photogrammetry has enabled mapping of large-
scale outdoor scenes and has paved way for emerging applica-
tions such as drone-based delivery of goods and self-driving
cars that require detailed 3D understanding of large-scale
outdoor scenarios.

Armeni [1] et al. segments a scene using strong geometric
priors for space estimation and then performs spatial parsing
to segment known structures. However, their work is confined
to indoor scenes only. Martinovic [2] proposes an approach
that combines image based classification with 3D object clas-
sification for point cloud segmentation. Such approaches are
not applicable to point cloud data in general as a dense set
of 2D photographs is not always available. Similarly, hierar-
chical semantic segmentation [3] is based on learning a Merge
Classifier that predicts whether a combination of segments be-
longs to the same object instance or not. This is a bottom-up
approach which suffers from combinatorial complexity.

Lin et al. [4] uses LiDAR data on low-rise houses using
planar primitives, patches and symmetric blocks to segment a
point cloud. This approach is confined to symmetric houses
and planar surfaces and therefore, can not be generalized.
Similarly, RAPter [5] exploits regular arrangement of planes
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to obtain multiple planar segments from a point cloud. Ba-
jwa et al. [6] proposes an interactive coarse-to-fine segmenta-
tion approach using three fundamental Manhattan World con-
straints. In their work, the projection applied on each point
cloud segment is selected manually.

Random Sample Consensus (RANSAC) [7] randomly
draws minimal data points to construct shape primitives and
determines the best fit. Although RANSAC based algorithms
generally perform well, they fall short on complex structures
e.g architectural models. All these segmentation approaches
are generalized for urban structures and they do not produce
meaningful results on complex architectural scenes. Our
work, however, uses a hybrid approach which includes model
fitting, Manhattan world based projection sequences and a
machine learning algorithm to generate a more accurate mix
than the existing segmentation techniques. We focus on 3D
outdoor scenes with no restrictions towards planar surfaces or
geometric buildings.

2. HIERARCHICAL TREE MODEL

In detection, exhaustive scanning of an entire data is compu-
tationally infeasible for large-scale scenes while space based
partitioning such as Octree is prone to incorrect splitting of
objects. We, instead, perform segmentation by recursively
partitioning the points in a subspace spanned by the projec-
tion of the points into a 1D signal.

The input to our algorithm is coarse segments obtained
using RANSAC based primitive fitting [8] and spatial clus-
tering. Our partitioning space is inspired by the work of Ba-
jwa et al. [6] that employs the Manhattan world assumption
and projects the 3D data into one or more orthogonal planes.
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Fig. 2. Flow diagram of the proposed approach. (a) Sample
Image of the site. (b) Input point cloud. (c) Coarse segments
obtained using RANSAC [8] and spatial clustering (DBScan
[9]). (d) Projection sequence. (e) Peak finding on profile
curve of minar showing 7 peaks as asterix and vertical line.
(f) Classification of one of the segments. (g) Tree update as
more segments being added. (h) Obtained segments.

They proposed a semi-interactive approach in which the ob-
ject class information was manually provided for each of the
point cloud segments. The correct projection was then applied
based on heuristics for each object category.

On the other hand, we have used three generalized projec-
tion sequences each of which results in a sub-segmentation of
the point cloud data. Hierarchical organization of structural
elements at different scales and locations are commonly seen
in man-made structures [10]. Contrary to Lin’s [4] bottom-
up hierarchical tree of planar patches, our’s is a top-down
model of hierarchical segmentation. We recursively build a
tree G {V, E} where the edge E is one of the projection se-
quences and the nodes V' are the obtained sub-segments. The
weight of each of these edges is computed using an objective
function (v}, v | ;) defined as:

E(f, v ) =w'e, (1

where w = {wy, - -+ ,ws} are the weights for each of the five
energy terms € = {e; --- ,e5}. These weights are obtained
using simple linear regression. The node v;’; is the jth seg-
ment of the 7*" iteration (tree depth) obtained via n'” projec-
tion sequence such that v;’; C v;; ; and v;" ; , is the parent
node of v;. Also vj” , = {Uv}';} where, for all segments
s, 7 € {1,2,...,8}, n € {1,2,3}. The set V;* contains
all segments of v;" ; ; obtained via n'" projection sequence.
Each of the projection sequences is discussed next and energy
terms are discussed in Section 2.2.

2.1. Projection sequences

We receive coarse segments from the Schnabel’s algorithm [8],

which are then clustered based on spatial proximity. In the
next step, the tree methodology is applied on each coarse
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Fig. 3. Tree visualization when segmentation is applied on a
minar. The Minar is segmented using all three projection se-
quences and then the 8 segments produced by S; are selected

based on energy. Each of them are then re-segmented.

segment. As shown in the Fig. 3, on each segment, three
different projection sequences are applied. Peak finding p(.)
is then applied on the obtained low-dimensional signal to
obtain the segments. The input point cloud is converted into
low-dimensional signal using four projections namely verti-
cal (v1&wo), horizontal (h), circular profile (p) and circular
un-warping ().

The projections v; and h involves eliminating one of the
dimensions. Circular and n-gonal RANSAC ) (.) are then ap-
plied on the projected data to recover the location, position
and orientation. Since peak finding p(.) can return multiple
peaks belonging to the same segmentation boundary, opera-
tion v is first applied to convert the data into a limited bin
histogram. The optimal number of bins differs for each point
cloud and is computed by counting the zero-crossings in the
derivative signal. Finally, peak finding p(.) is performed to
obtain the segments. As shown in Fig. 4

Sequence S1: V;' = p(va(p(v(v1(v]" 1))

Sequence Ss: V2 = p(v2(h(vi™ 1))

Sequence S3: V> = p(va(u(¥(v1 (v} 1))

All three projection sequences are applied recursively on
each of the obtained sub-segments. Each projection sequence
generates a set of sub-segments. This is a greedy approach
and only the set of sub-segments having the highest weighting
edge is selected for further segmentation. The remaining two
segment sets are discarded; if the energy of all the segment
sets is below a specified threshold the node v;™, , is declared
as a leaf node. Once the required recursion depth is reached,
all the segments v;’; in the set having the highest energy are
added as leaf nodes.
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Fig. 4. Detailed modeling via profile curve. (a) Point cloud.
(b) Peak finding on profile curve. (c) Peak locations on point
cloud. (d) Detailed segmentation.

2.2. Objective function

Since the goal of projection sequence is to simplify the data
thus facilitating the segmentation, an incorrect projection se-
quence, e.g. a circular unwrap of an archway or bridge, would
have adverse effects on the data. We estimate the information
content and goodness of the obtained segment set based on 5
criteria. Hence, the energy function £(.) that we use contains
5 terms based on these criterion:

e Correct segmentation will have more or less uniform
distribution of points among segments. In order to
avoid skewed distribution of points among segments,
the normalized deviation between the segment popula-
tion €; is computed and is defined as:

o([N1, Na, ..., Ng])

(LN, — 1)) @

61:1—

e Correct segments can only be obtained from a segment
having considerably large number of points. Hence, the
parent node population score €» is defined as the ratio
between number of points /V,, and the set threshold on
Npin. This energy is maximum in case N, > Niyin
and is defined as:

min(N,, Npin)
€g = ————. 3)
N, min

e Correct segmentation will neither produce a large num-
ber of segments nor will it give a single segment only.
Segmentation resulting in only a single segment is pe-
nalized using a Gaussian distribution having (u, o) =
(1,1) and the resulting energy €3 is defined as:

e3 = 1=~ N(s|u,0?). 4)

e Some projection sequences will always be inapplica-
ble on certain object categories. To introduce a seman-
tic relationship between nodes, €4 incorporates a prior
probability of observing a certain projection sequence
given the class information of the initial segment and is
defined as:

€4 = W(TID(vﬁl,k)vseq'ID)v (5)

where W is a K x 3 matrix containing prior probabili-
ties of each path for each object class.

e Each sub-segment of a correctly segmented point cloud
will have a higher recognition score. The last energy
term €5, is thus based on the classification score 7, of
each segment and is defined as:

1 e
= Y it e ©

2.3. Deep Learning: HollowNet

Unlike 2D images, a point cloud has irregular dimensions
in 3D space. Thus, in order to use it in machine learning
algorithms we sub-sample data into a regular grid. Semi-
nal work in 3D object recognition such as VoxNet[11] and
ShapeNet[12] uses a volumetric representation of objects, in-
stead of PointNet[13], LPCCNet[14] which uses a fixed set of
N points.

Voxel Representation: We scale each point cloud object
to our voxel size and fit the point cloud inside a 3D cube thus
mapping each (z, y, z) point location to (i, j, k) index of a 3D
regular grid. Laser scanners provide surface representation of
surrounding objects only, thus, we call our voxel representa-
tion as Hollow voxel.

30x30x30 30x30x30

MxMxM NANXN 0|t

n
e

INPUT

Fig. 5. Layered architecture used to train HollowNet.

CNN: The input to our neural network is a voxel volume
of size L x W x H, where L is the length, W is the width
and H is the height of voxel data. Here H = L = W = 30.
The prediction problem requires producing a target output of
size K which is the number of classes we have used to train
our network. For our problem we have chosen K = 7 each
having 300 and 50 training and testing samples, respectively
collected from 3D Warehouse and ModelNet10 [12]. We ob-
tained an accuracy of 99.03% on 1000 EPOCHS at a learning
rate of n = 0.001.

Each cross-section of this representation can be consid-
ered as an output of convolution by an edge filter making it
inherently suitable for commonly used deep convolution neu-
ral networks (CNN). We scale the values of voxel between
[—1,5] allowing the neural network to learn discriminative
features of binary data as suggested in [11].

Layered Architecture: Contrary to existing volumetric
voxel-based CNN, learning on hollow-voxels can be per-
formed on a much simpler network architecture due to their
inherent gradient like representation. Our model (see Fig.
5(b)) consists of 2 convolutional layers, each performing 3D
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Fig. 6. Comparisons. (a) Point cloud. (b) RANSAC. [8] (c)
RAPter. [5], (d) Ours. (e) ground truth.

strided convolution with a bank of 5% dimensional filters,
starting with 32 filters and then doubling in the next layer.
Each layer uses leaky rectified linear units (Leaky ReLUs)
as a non-linearity. This neural network consists of 2 fully
connected layers. For the second fully connected layer, the
number of neurons is equal to number of desired output
classes i.e. K= 7.

3. RESULTS
3.1. Experimental Setup

We evaluated our algorithm both on synthetic as well as real
data. The synthetic scenes, taken from 3D warehouse, are
a Temple and Roman building. For real data, three sites
were scanned, namely, Derawar Fort, Masjid Wazir Khan and
Masjid Khudabad using Leica Scan Station P20 Terrestrial
Laser Scanner. Our algorithm divides the temple into 10
segments. Out of 79 primitives of the Roman building, our
algorithm produces 77 primitives (Fig. 6(d)). Masjid Wazir
khan contained 12 domes, 4 balconies, 6 minartets, 14 main
arches and 32 small arches. Our algorithm recognized and
classified 12 domes, 6 balconies, 4 minars and 13 arches (Fig.
7). The details of these sites and obtained results are shown
in Table 1.

3.2. Comparisons

We have compared our hierarchical segmentation algorithm
with both plane fitting as well as primitive fitting tech-
nique. For plane fitting we have compared with the recently
published approach using regular arrangement of planes
(RAPter) [5]. For primitive fitting technique, we compared

Table 1. Comparison of automatically generated (AG) prim-
itives with ground truth (GT) and accuracy (Acc%).

with the seminal RANSAC based approach Schnabel[8].
RAPter achieves high accuracy while reconstructing scenes
as regular arrangement of planes but fails to represent a single
segment as one complete entity. On the other hand, our al-
gorithm successfully separates out each segment as a whole.
Fig. 6 (d) shows the result of our proposed method while Ta-
ble 2 shows the quantitative comparison of these approaches.
We report the mean intersection over union of 2 sites using
the above mentioned approaches.

4. CONCLUSIONS AND FUTURE WORK

The solution proposed for 3D scene segmentation, in the form
of the hierarchical tree approach, is simple but has proved to
be effective for the reconstruction of planar and non-planar
scenes. We have successfully used the energy function to ex-
plore the data in more detail, while ensuring the control over
the semi-automatic selection of correct segments. This work
is applicable to geometry that exhibits structural regularity.
Seminal work on structural regularity by Pauly 2008 [10]
quantifies regularity in 7 different categories and our projec-
tion sequences are applicable to 4 of them: Rotation, Transla-
tion, Rot x Trans and Trans x Trans. If coarse segmentation
successfully detects diagonal structures/beams, proposed pro-
jection sequences can be used after performing axis alignment
of the structure. Otherwise, such structures are not segmented
further. We take it as a pointer for our future work.

Table 2. Mean intersection over union (mIOU) for synthetic
and real data using 3 different algorithms.

Dataset | Points Mean IOU
Schnabel [8] | RAPter [5] | Ours
Temple 100,031 | 46.89 51.04 64.87
Drawar Fort | 550,382 | 48.31 56.43 58.41

(a) Point cloud.

#
Lo, ,
# a8

(c) DBScan [9].

(b) RANSAC [8] segmentation.

(d) Our hierarchical segmentation.

Fig. 7. Segmentation of Masjid Wazir Khan.

Site Dimensions Points Arches Domes Minarets/Pillars

LxWx Hm3 inBn. | GT. | AG. | Acc. | GT. | AG. [ Acc. | GT. | AG. | Acc.

Masjid Wazir Khan 91 x 53 x 33 0.288 46 19 [ 41.30 | 12 12 100 6 6 100

Masjid Khuadabad 60 x 36 x 16 0.548 12 7 15833 21 19 179041 0O 0 NA

Derawar Fort 1500 x 1300 x 30 0.43 0 0 NA 0 0 NA | 38 38 100

Roman building 20 x 36 x 14 002648 | 79 | 77 [ 97441 0O 0 NA T 0 0 NA
Temple 10 x 16 x 44 0.0154 0 0 NA 7 7 100 4 0 0
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