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ABSTRACT 

 

In this research, we aim to propose a data preprocessing 

framework particularly for financial sector to generate the 

rating data as input to the collaborative system. First, 

clustering technique is applied to cluster all users based on 

their demographic information which might be able to 

differentiate the customers’ background. Then, for each 

customer group, the importance of demographic 

characteristics which are highly associated with financial 

products purchasing are analyzed by the proposed fuzzy 

integral technique. The importance scores across items and 

customers are generated either on customer groups and 

individuals. The analysis shows the proposed method is able 

to differentiate customers based on their demographic and 

purchasing behaviors. Also, the generated rating matrix can 

be directly used for collaborative filtering model. 

Index Terms— Recommendation System, Fuzzy Integral, 

Customer Segmentation 

 

 

1. INTRODUCTION 

 

Recommendation system, in general, can be considered as 

software which provides the suggestion to link the user’s 

preference or interest on context through information filtering 

and decision support system based on the collected data [1]. 

Recommendation techniques can be classified into three main 

types: collaborative filtering, content-based filtering and 

hybrid approach according to variation of data usage [2]. As 

one of the most used recommendation systems, collaborative 

filtering (CF) aims to compute the similarity among ratings 

across items and users to suggest the “right” items to 

customers whose rating preference is “filter-out” by mutual 

comparison among users [3]. CF method has been applied in 

traditional financial sectors such as insurance riders, real 

estate, venture capital, and stock market, and also new 

developed FinTech startups for peer-to-peer lending or credit 

evaluation.   

As a profound data owner, the financial bank can utilize 

the components of salary i.e. saving, investment and 

expenditure to develop the recommendation system [4]. 

David Zibriczky’s review paper also listed multiple 

applications which have been applied in CF in financial 

sector [5]. For example, online banking, peer-to-peer lending, 

customized insurance, real estate, personalized stock 

recommendation, portfolio management have used CF as the 

recommendation system. However, based on author’s best 

knowledge, few research work addresses how to convert the 

immense financial data to data matrix for CF. How to 

correlated the customer demographic information with their 

purchasing behaviors is still an open question.  

Yang and Phuong proposed a data analysis framework 

to correlate the two different datasets by combining clustering 

and classification methods under multiple objective non-

dominated sorting genetic algorithm [6]. The framework 

seems applicable for searching the correlation between 

demographic and product purchasing datasets. The searching 

result can be used to identify the features in demographic 

dataset which are more correlated to the optimal result of 

classification on purchasing behavior. However, for 

recommendation system usage, the scoring/rating matrix is 

still needed which cannot be obtained by Yang and Phuong’s 

work.  

In addition to the issue of data preprocessing framework, 

how to score or how to weight the information of financial 

data is a key research topic in this area. Based on David 

Zibriczky’s review, fuzzy technique is widely applied in 

many financial applications such as fuzzy-based clustering 

for stock recommendations, fuzzy-based expert systems, and 

fuzzy-based portfolio recommendations [5]. Essentially, the 

fuzzy scoring on product preference and likelihood can be 

formed by fuzzy measurement and weighting [7]. Miao et al. 

utilized fuzzy mapping and neural network to compute 

recommendation list based on personal preference, common 
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preference, and expert’s domain knowledge [8]. Cao and Li 

also used fuzzy-based system to transfer the users’ qualitative 

needs into triangular fuzzy scoring to find the ideal 

recommended products [9]. Cao and Li’s work provided 

questionnaire interface to gather the qualitative needs of users 

based on users’ subjective decision. Obviously, previous 

research works more focus on analyzing the existing user’s 

subjective preference. Therefore, in this research, we aim to 

attack the data preprocessing issue of converting the 

demographic data and purchasing records, very common in 

financial sector, to data matrix needed for CF computation. 

 

2. METHODOLOGY 

 

In this research, a data framework of generating score of user 

against product is proposed based on the importance of 

demographic features and product purchase records. The 

framework is illustrated in Fig. 1. The two sets of data are 

needed: user demographic data and product purchase data. 

First, clustering method is applied to perform customer 

segmentation based on user demographic information. Then, 

for each group of user, the importance of demographic feature 

against product is evaluated. Fuzzy integral method plays an 

importance role on aggregating the importance across all 

users in the group. Once the group-level score is computed, 

the individual-level score is expended by considering the 

individual personal purchasing record.  

 
Fig. 1: The process of the proposed fuzzy personalized scoring 

model. 

 

2.1. Customers Clustering  
 

Assume there are n users and m columns of demographic 

information such as gender, age, employment, salary range, 

risk allowance level, credit score, and so on. So, the vector 

𝒖𝒊= ( 𝑢𝑖1, … , 𝑢𝑖𝑚   represents demographic information of 

customer i. Thus we can have U matrix to contain Know-

Your-Customer (KYC) data: 

𝑼 = [

𝒖𝟏𝟏 𝒖𝟏𝟐 ⋯ 𝒖𝟏𝒎

𝒖𝟐𝟏

⋮
𝒖𝒏𝟏

𝒖𝟐𝟐

⋱
𝒖𝒏𝟐

⋯
⋱
⋯

𝒖𝟐𝒎

⋮
𝒖𝒏𝒎

] (1) 

Where 𝑢𝑖𝑗 identifies the value of j demographic information 

of the i customer.  

In the proposed framework, first, the customer 

segmentation is conducted by applying clustering technique. 

Note that mixed attributes: numeric and categorical data 

prevail on financial demographic data. Therefore, in this 

work, k-prototype method, one of famous mixed attribute 

data clustering methods, is used to cluster customers by their 

demographic information [10]. 

 

In order to perform the clustering task, a function 𝐝(𝒖, 𝒗) can 

be defined to measure the similarity among customer u and v 

across numeric and categorical data columns. 

𝐝(𝒖, 𝒗) = ∑ (𝒖.𝒋
𝒏𝒖 − 𝒗.𝒋

𝒏𝒖)𝟐𝒎𝒏𝒖
𝒋=𝟏 + 𝜸 ∑ 𝒖.𝒋

𝒄𝒂 𝑹 𝒗.𝒋
𝒄𝒂𝒎𝒄𝒂

𝒋=𝟏   (2) 

Where 𝑢.𝑗
𝑛𝑢  are all numeric columns,  𝑢.𝑗

𝑐𝑎  represent all 

categorical columns;  γ is a weight for categorical attributes. 

𝑅 is a relation between 𝑢.𝑗
𝑐𝑎 and 𝑣.𝑗

𝑐𝑎 and 𝑢.𝑗
𝑐𝑎  𝑅 𝑣.𝑗

𝑐𝑎 is defined 

as (2). The detail of the determination of γ and 𝑅 can be seen 

in [10]. 

𝒖.𝒋
𝒄𝒂 𝑹 𝒗.𝒋

𝒄𝒂 = {
𝟏, 𝒖.𝒋

𝒄𝒂 ≠ 𝒗.𝒋
𝒄𝒂 

𝟎, 𝒖.𝒋
𝒄𝒂 = 𝒗.𝒋

𝒄𝒂  (3) 

After performing customer clustering, the customer groups 

can be identified as 𝑔𝑖 in 𝑼𝒈 where 𝑔𝑖 is the cluster indicator 

of user i as shown as (3):  

𝑼𝒈 = [

𝒖𝟏𝟏 𝒖𝟏𝟐 ⋯ 𝒖𝟏𝒎 𝒈𝟏

𝒖𝟐𝟏

⋮
𝒖𝒏𝟏

𝒖𝟐𝟐

⋱
𝒖𝒏𝟐

⋯
⋱
⋯

𝒖𝟐𝒎 𝒈𝟐

⋱ ⋮
𝒖𝒏𝒎 𝒈𝒏

] (4) 

 

2.2. Feature Importance Finding on Purchase Records 
 

In order to associate the demographic information with the 

purchasing preference of each customer group, the data 

aggregation on purchasing is required. For all customers, P 

matrix can be generated to contain binary indicator of 

purchasing records on all products, assuming there are h 

products on shelf. 

𝑷 = [

𝒑𝟏𝟏 ⋯ 𝒑𝟏𝒉

⋮ ⋱ ⋮
𝒑𝒏𝟏 ⋯ 𝒑𝒏𝒉

] (5) 

Where 𝑝𝑖𝑤 = {
1, if user 𝑖 purchased prodcut 𝑤

0, if user 𝑖 has not purchased prodcut 𝑤
 

and 𝑤 ∈ (1, … , ℎ). 

 

Then we can combine 𝑼𝒈 with 𝑷 to obtain a matrix which 

contains customer demographic data, user group, and  

purchasing history across all products. For each customer 

group k with 𝑛𝑘 customers, the combined 𝑼𝒈𝒑
𝒌  shown in (5) 

is used to study the influence analysis on which demographic 

characteristic is highly associated with the purchase behavior 

within group k.  
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𝑼𝒈𝒑
𝒌 = [

𝒖𝟏𝟏

⋮
𝒖𝒏𝒌𝟏

…
⋱
…

𝒖𝟏𝒎

⋮
𝒖𝒏𝒌𝒎

𝒑𝟏𝟏

⋮
𝒑𝒏𝒌𝟏

…
⋱
…

𝒑𝟏𝒉

⋮
𝒑𝒏𝒌𝒉

] (6) 

As mentioned early in the introduction section, the 𝑼𝒈𝒑
𝒌  can 

be considered as the combination of two datasets, 

demographic data and purchase behavior in this case, and the 

data analysis framework proposed by [6] can be applied. 

Please note that, in [6], any classification model can be used 

in the framework. In order to simply the process of analysis, 

in this research, the Random Forest [11] is used to find 

importance of demographic data columns.  

 

The equation (7) shows the 𝒊𝒎𝒘
𝒌 vector containing all 

importance scores 𝒊𝒎𝒘
𝒌  of demographic feature 𝑢.𝑗  where 

𝑗 ∈ (1, … , 𝑚) for product w in customer group k. 

𝒊𝒎𝒘
𝒌 = ⌈𝒊𝒎𝒘

𝒌 (𝒖.𝟏), 𝒊𝒎𝒘
𝒌 (𝒖.𝟐), ⋯ , 𝒊𝒎𝒘

𝒌 (𝒖.𝒎)⌉ (7) 

 

2.3. Fuzzy Integral of Importance 
 

We assume the 𝒊𝒎𝒘
𝒌  is the membership degree of product w 

when it was purchased. Thus, we can apply fuzzy set theory 

to convert the importance vector to the fuzzy set defined by 

[12]. 

𝑭𝒘
𝒌 = [

𝒊𝒎𝒘
𝒌 (𝒖.𝟏)

𝒖.𝟏
+

𝒊𝒎𝒘
𝒌 (𝒖.𝟐)

𝒖.𝟐
+ ⋯ +

𝒊𝒎𝒘
𝒌 (𝒖.𝒎)

𝒖.𝒎
] (8) 

Then we can use fuzzy λ-measure to calculate the importance 

degree of union between 𝑖𝑚𝑤
𝑘  columns. The union can be 

described as (9). The 𝜆 can be obtained by solving the unions 

of the importance measures. 

𝑖𝑚𝑤
𝑘 (𝑢.1 ∪ 𝑢.2) = 𝑖𝑚𝑤

𝑘 (𝑢.1) + 𝑖𝑚𝑤
𝑘 (𝑢.2) 

                                +𝝀 ∙ 𝒊𝒎𝒘
𝒌 (𝒖.𝟏) ∙ 𝒊𝒎𝒘

𝒌 (𝒖.𝟐) (9) 

The fuzzy integral technique is proposed to compute the 

influence level of demographic feature against purchasing 

preference of product w. For each group k, the summation of 

each normalized demographic features j is calculated.  𝐶𝑘𝑤 is 

the vector of the summations across all features 𝑐𝑗
𝑘𝑤  shown in (10 .  

𝐶𝑘𝑤 = [𝑠𝑢𝑚 ([

𝑢11

𝑢21

⋮
𝑢𝑘𝑗1

]) , ⋯ , 𝑠𝑢𝑚 ([

𝑢1𝑚

𝑢2𝑚

⋮
𝑢𝑘𝑗𝑚

])] 

         = [𝒄𝟏
𝒌𝒘, 𝒄𝟐

𝒌𝒘 , ⋯ , 𝒄𝒎
𝒌𝒘] (10) 

Where 𝑐𝑖
𝑘𝑤 is all summary of demographic feature j of group 

k for product w. In order to apply fuzzy integral, the 

descending sorting of all 𝑐𝑗
𝑘𝑤 is generated.  

 

The fuzzy integral can be defined as the equation (11) which 

compute the summation of importance of all features 

multiplying by near-by pair-wise 𝑐𝑗
𝑘𝑤 distance. By 

considering the importance and the summation of features 

(weight), the weighted score 𝒔𝑘𝑤  of group k to product w is 

computed based on the fuzzy integral theory [13]. 

𝒔𝒌𝒘 = ∑ 𝒊𝒎𝒘
𝒌 (𝒖�̂� ∪ 𝒖𝒊−�̂� ∪ ⋯ ∪ 𝒖�̂� ) ∙ (𝒄𝒊

𝒌�̂� − 𝒄𝒊+𝟏
𝒌�̂� )𝒎

𝒊=𝟏  (11) 

Then, we can obtain the scoring matrix S shown in the 

equation (12) which contain all score across all product for 

all customer group. 

𝑺 = [

𝒔𝟏𝟏 ⋯ 𝒔𝟏𝒉

⋮ ⋱ ⋮
𝒔𝒌𝟏 ⋯ 𝒔𝒌𝒉

] (12) 

Where 𝑆𝑘𝑤 is the fuzzy integral score of user group k against 

product w. 

 

2.4. Score Personalization 

 

So far, the group-level score can be obtained by fuzzy integral 

method mentioned above. However, for each product w, we 

still need the score of user i rather than user group k. 

Therefore, in this subsection, the score personalization 

procedure is introduced.  

Staring from the user i’s purchase record on all product 

which indicated as 𝑷𝒊 = [𝒑𝒊𝟏, ⋯ 𝒑𝒊𝒉]. In this research, 𝑷𝒊 is 

used as a weight to convert group-level score 𝑺𝒌 =
[𝑠𝑖1, 𝑠𝑖2 ⋯ , 𝑠𝑖ℎ] by direct product on 𝒇𝒊𝒌 = 𝑷𝒊 ⊗ 𝑺𝒌 . Thus, 

𝒇𝒊𝒌 is the score vector contains all scores of user i against 

product w. The F matrix can be further computed to obtain 

the all users’ score for all products. This F can be used as the 

input matrix of CF method. 

𝑭 = [
𝒇𝟏𝟏 ⋯ 𝒇𝟏𝒉

⋮ ⋱ ⋮
𝒇𝒏𝟏 ⋯ 𝒇𝒏𝒉

] (13) 

 

3. PRELIMINARY RESULT 

  

In order to evaluate the proposed model, the dataset from 

Kaggle Santander competition which includes 1.5 year 

customers demographic and banking information data and 

their history of purchase record is used [14]. The customer 

demographic data contains customer's country residence, sex, 

age, gross income of the household, customer segment level, 

and so on. That customer information is very common in 

financial sector. The history purchase record consists of the 

records of purchasing financial products such as saving 

account, guarantees, mortgage, and so on. Those products 

(service) are also representable as the common products in 

financial institute.  

In this paper, the Santander data is used as a test bed to 

evaluate the proposed fuzzy personalized scoring model. Due 

to the page limit, two pie charts in Fig. 2-3 which shows the 

result of scores distribution for three customer groups are 

presented here as examples. The meanings of products are 

listed below: Product 1 is Saving Account; Product 2 is 

Guarantees; Product 5 is Payroll Account; Product 6 is Junior 

Account; Product 9 is Particular Plus Account, Product 10 is 
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Short-term Deposits; Product 11 is Medium-term Deposits, 

Product 12 is Long-term Deposits, Product 15 is Mortgage, 

Product 22 is Payroll. The percentage indicates the score of a 

particular product divide by the sum of all scores of products.  

As shown in Fig. 2, group “Payroll Oriented” has 

relative higher scores on products related to payroll functions. 

It implies that this group of customers is more interested in 

the fundamental product or service from financial institute. 

The representative customer from this group can be described 

as single, young, with low level gross income of the household.   

 

 
Fig. 2: The scoring proportion of the customer group “Payroll 

Oriented”.  

 
Fig. 3: The scoring proportion of the customer group “Saving 

Oriented”. 

 

From Fig. 3, we can see group “Saving Oriented” has 

very different pattern comparing with group “Payroll 

Oriented”. Customers in this group are majorly interested in 

opening a saving and guarantees products which contributes 

to 80% of scores proportion. Rest of products only account to 

very few score proportion. The representative demographic 

information from this group can be described as male with 

high gross income. 

The preliminary results show that the proposed scoring 

model is able to cluster the customers based on the 

importance of demographic features correlated to the product 

purchasing behaviors. For practical perspective in marketing, 

different group’s correlation between demographic and 

purchasing preference can be used to allocate different 

marketing campaign. The last but not least, the score matrix 

of customer-product can be used as the input of CF for further 

matrix factorization computation. 

 

4. CONCLUSION 

 

Collaborative filtering method of recommendation system 

needs to compute and predict the rating of item-user 

association. In this research, the data preprocessing 

framework is proposed to generate the rating or scores of 

item-user as input of collaborative filtering method based on 

the customer demographic information and purchasing 

records. In order to differentiate the customer demographic 

background, we first cluster all customers to multiple groups. 

Then, for each group, the random forest method is applied to 

identify the importance of demographic features which are 

highly correlated to the decision of purchasing products.  

The fuzzy integral method is utilized to aggregate 

importance of all demographic features and create an 

importance score against each product. This group-level 

scores can show the purchasing preference of a particular 

customer group. In order to calculate individual-level scores, 

the group-level scores are weighted by considering 

individual’s purchasing historical record. Then, the 

customer-product matrix can be created as input of any 

collaborative filtering method. 

In this work, the preliminary data analysis was 

performed based on Kaggle Santander competition data 

which includes customers demographic and banking 

information data and their history purchase record. The 

results of customer segmentation show the proposed method 

is able to identify each customer group’s purchasing 

preference. More importantly, these purchasing preferences 

can be correlated to each group’s demographic characteristics. 

By the proposed fuzzy scoring expending model, the 

importance score of each product for each customer can be 

generated as input of the collaborative filter method. 

In the future work, we will extend the scoring system by 

considering the timing factor which is sensitive to customer’s 

purchasing decision, especially when purchasing financial 

products. In addition, using financial data as a test bed, we 

will integrate the proposed scoring system with tensor 

factorization to evaluate the accuracy of recommendation 

system. We will compare the existing scoring model and our 

proposed method by applying the recommendation model to 

evaluate the performance. 
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