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ABSTRACT
View synthesis is one of the important techniques utilized in
3D TV devices. Traditional methods such as depth image-
based rendering usually rely on accurate depth maps which
require computation-intensive stereo matching. In this work,
we present a hardware system of phase-based view synthesis
that is able to convert stereoscopic videos to multi-view con-
tent with low-resolution depth maps. When compared to the
view synthesis reference software, the phase-based method
does not suffer from severe arifacts on object boundaries
and provides higher quality views in our experimental result.
There are two major contributions in our implementation.
First, we propose a cross-band disparity correction scheme
that not only enables the usage of low-resolution disparity
maps but also improves the quality of novel views. Second,
we propose a hardware-friendly wavelet re-projection engine
to reduce the hardware complexity. We implemented a VLSI
circuit for 8-view 4K Ultra-HD (UHD) 3DTV in TSMC
40nm technology. It delivers 30 frames per second (fps) for
UHD display when operating at 200MHz. It uses 228-KB
SRAM and 2M-gate logic . We also implemented the system
on FPGA, and it can provide 4K UHD multi-view content at
12 fps.

Index Terms— View synthesis, phase-based processing,
VLSI architecture, 3D TV

1. INTRODUCTION

Conventional view synthesis algorithms mainly apply depth
image-based rendering (DIBR) [1][2] that re-projects images
to new viewpoints according to dense depth maps. However,
DIBR suffers from artifacts especially on object boundaries.
In addition, it requires accurate depth maps for image warping
and additional inpainting skills for hole filling.

Recently, a novel approach based on phase manipulation
was proposed. This method is inspired from the observation
that motion can be encoded in phase difference. Didyk et al.
first implemented this phase-based approach for view synthe-
sis in [3]. They decompose signals into Gabor-like wavelets
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by applying a steerable pyramid [4] and then manipulate dis-
parity based on local phase differences instead of a per-pixel
disparity map. New viewpoints are rendered without disparity
estimation, but this framework is limited to small disparities.
Kellnhofer et al. proposed an Eulerian-Lagrangian method to
solve this issue by combining the phase-based method with
DIBR in [5]. This approach takes disparity maps as input and
re-projects each wavelet to increase the disparity range.

In the original algorithm of [5], it adopts a wavelet re-
projection filter with heavy computation. To reduce the hard-
ware complexity of this step, we replace it with the Lanczos
filter which requires less complexity. To improve the quality
of novel views, we propose a cross-band disparity correction
scheme to further refine the per-wavelet disparity map. Based
on our modification to [5], we design a VLSI circuit and im-
plement it with TSMC 40nm technology and FPGA respec-
tively. We will first introduce the framework of the original
algorithm [5] in Section 2. In Section 3, we introduce our
proposed system and VLSI design. Then the implementation
details and results are discussed in Section 4. Finally, we con-
clude our work in Section 5.

2. EULERIAN-LAGRANGIAN VIEW SYNTHESIS

The key to this algorithm is a wavelet representation incor-
porating with initial disparity maps to estimate per-wavelet
disparity. The overall algorithm consists of three main stages.
Input signals are decomposed into a wavelet pyramid in the
first stage. The second stage improves the quality of initial
disparity maps by phase differences. Finally, wavelets are re-
projected to new positions according to the per-wavelet dis-
parity map. Novel views are then obtained by pyramid recon-
struction.

Wavelet decomposition. In [5], rectified stereo images
and their corresponding disparity maps are sent into the sys-
tem. Since input views are rectified, input signals can be pro-
cessed in scanline fashions. The steerable pyramid [4] is then
applied to perform 1D decomposition on input signals I , and
the transfer function of the filter banks resemble Gabor-like
wavelets. By using the filter banks Ψf of [4], a single wavelet
coefficient is computed for a given location x and frequency
f as: Afx = (Ψf ∗ I)(x). To perform decomposition, dis-
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crete fourier transform (DFT) is applied to convert I into Ĩ
and then different frequency bands are obtained by multiply-
ing Ĩ with Ψ̃f in frequency domain. The transfer functions
of these bandpass filters are designed to contain only positive
frequencies. Thus, real signals can be converted into complex
signals after the decomposition.

The reconstruction is done similarly in the frequency do-
main. Therefore, for hardware design of the decomposition
and reconstruction, several Fast Fourier Transform (FFT) [6]
engines are required to convert signals between frequency and
spatial domains. To reduce the complexity of FFT engines,
we propose to merge their delay buffers and perform a thor-
ough precision analysis.

Disparity Refinement. In [5], per-wavelet disparity maps
of different levels are calculated by considering input dispar-
ity maps and phase differences. Phase differences are esti-
mated between corresponding wavelets in the stereo image
pair. For wavelet ψrx in right view, the corresponding wavelet
ψlx′ can be found in the left view with x′ = x − drx, where
drx is the initial wavelet disparity. After that, a refined phase
difference φdiff between them can be computed by:

φdiff = atan2(sin(φrx − φlx′), cos(φrx − φlx′)), (1)

where φrx and φlx′ are the phase of ψrx and ψlx′ respectively.
The positional shift ∆d, which corresponds to the spatial dis-
placement, can be calculated by scaling the phase difference
by ω:

∆d =
φdiff
ω

, (2)

where ω = 2πf . Finally, the wavelet disparity can be updated
by added ∆d back to drx.

In our implementation, we found that the phase differ-
ence fails to correct the wavelet disparity when the initial dis-
parity is significantly incorrect. To solve this issue, we pro-
pose a cross-band disparity correction scheme which corrects
wavelet disparity of each level.

Novel Views Reconstruction. The position of each
wavelet is modified similarly to the pixel warping in DIBR.
Each wavelet is re-projected to its new position according
to the per-wavelet disparity map. The new position of each
wavelet at location x and disparity d is computed as x + αd,
where α controls the novel view position. This method
modifies the position of each wavelet while traditional phase-
based method only adjusts phase differences. After that, a
non-uniform Fast Fourier Transform (NUFFT) is used to con-
vert the displaced non-uniform wavelets into uniform grid.
It first converts wavelets into an oversampled grid. Then,
a down-sample filter is used to down-sample wavelets back
into the original grid. The reader is referred to the original
paper [7] for more details. Finally, a pyramid is reconstructed
by combining lowpass residuals and wavelets through all the
frequency bands.

In the hardware implementation, we observed that the
original re-projection filter requires large computational cost.

We propose a 7-tap Lancozs filter to reduce the computa-
tional complexity. Another issue of the hardware design is
that several line buffers are required to store the re-projected
wavelets. We eliminate this need by careful scheduling be-
tween re-projection and reconstruction engines.

3. SYSTEM AND VLSI IMPLEMENTATION

3.1. Cross-band Disparity Correction

To correct wavelet disparity of each level, we have two as-
sumptions. First, the high frequency wavelet moves in a sim-
ilar way to the corresponding low frequency one. Second,
we assume that the phase difference between corresponding
wavelets in the stereo image pair is not greater than π/2 since
it is derived after aligning the corresponding wavelets. Thus,
when the phase difference in the current level is greater than
π/2, we correct the wavelet disparity to the corresponding
disparity from the lower level.

Since the source code of [5] is unavailable, we built our
own implementation for the phase-based view synthesis. We
compare the quality of novel views between input disparity
maps of different resolutions. Fig. 1 shows that our imple-
mentation is less sensitive to the resolution of disparity maps
after we apply the cross-band disparity correction. Further-
more, the quality of novel views are also improved by the
disparity correction. We also compare our implementation to
the view synthesis reference software (VSRS) [8] algorithm
which is a popular DIBR method. Our implementation has
better PSNR and SSIM than VSRS. Although novel views
generated by our implementation do not show sharp edges
as VSRS does, they do not suffer from severe artifacts near
boundaries as shown in Fig. 2.

3.2. System Overview

We propose a VLSI circuit for phase-based view synthesis to
support 4K UHD 3D TV at 30 fps. The whole system diagram
is shown in Fig. 3. Our design consists two stages. The first
stage aims to refine the initial disparity. It contains the de-
composition and the disparity refinement engines. The three
channels of stereo views are decomposed into wavelets simul-
taneously by six decomposition engines which mainly consist
of FFT engines to perform filtering in the frequency domain.
The wavelet disparity is refined by the disparity refinement
engine according to the desired phase difference. Finally, we
store the wavelets and the wavelet disparity information into
SRAM.

In order to support an 8-view 3D TV, we provide seven
novel views and one existing right view. In the second stage,
we generate the three channels of seven novel views simul-
taneously. Thus, there are 21 reconstruction and 21 wavelet
re-projection engines in total. For the reconstruction engine, it
also consists of the FFT engine. For the wavelet re-projection
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Fig. 1. Evaluation of different resolutions of input dispar-
ity maps. We compare ground truth images from Heidel-
berg Collaboratory for Image Processing Light Field (HCI)
[9] datasets. The quality of novel views are evaluated by Stru-
tural Similarity Index (SSIM) and peak signal-to-noise ratio
(PSNR).

engine, it finds the new position of each wavelet and performs
Lanczos filtering.

3.3. FFT Design

As shown in Fig. 3, there are totally 27 sets of FFT en-
gines which consume large hardware resource in our design.
To reduce the complexity, we adopt the SRAM-based single
path delay feedback (SDF) structure [10] to implement FFT
because it provides high throughput and requires less mem-
ory. We further merge the delay buffers of FFT engines in
the decomposition and reconstruction engines, respectively,
to make them more compact. This merging reduces the area
of the system by 9.5 % compared to a direct implementation.
Furthermore, we do experiments on the fixed point precisions
to guarantee that novel views do not suffer from severe qual-
ity loss as shown in Fig. 4. We finally choose 14-bit for the
FFT wordlength and 9-bit for the twiddle factor.

3.4. Wavelet Re-projection Engine

To reduce the complexity of the wavelet re-projection engine,
we replace the NUFFT and down-sample filter by the Lanc-
zos filter in our implementation. We do experiments on filter
tap number to guarantee the quality of novel views as shown
in Fig. 5. Finally, we select the seven-tap Lanczos filter as it

(a) Synthesized by VSRS (b) Synthesized by our implementation

Fig. 2. Quality comparison of novel views synthesized by
VSRS and our implementation.
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Fig. 3. System diagram.

saves 63 % of the computation while remaining similar qual-
ity when compared to the NUFFT and seven-tap down-sample
filter.

Another design issue is that the re-projected wavelets
need to be stored into several line buffers before recon-
struction. To save the line buffers, we design the wavelet
re-projection engine to generate novel wavelets consecutively
in every cycle. As the design of FFT is an SDF structure that
takes serial input, we can save 40.8 KBytes on-chip memory
by interlacing the reconstruction and wavelet re-projection
engines without line buffers.

4. IMPLEMENTATION RESULTS

4.1. TSMC 40 nm Synthesis Result

We target to produce contents for an 8-view 4K (4096×2160)
automultiscopic display, where each output view has a reso-
lution of 1024×1080. The proposed design has been imple-
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Fig. 5. Comparison between different re-projection filters on
HCI dataset. We compare Lanczos filters of different taps
with the NUFFT and its down-sample filters.

mented with Verilog-HDL and synthesized with TSMC 40nm
technology process. In Table 1, it is shown that our design has
comparable logic complexity when compared to [11] which is
a high throughput VLSI design with 65nm process for image
domain warping (IDW). Compared to the VSRS implemen-
tation [12], our design can synthesize higher-quality novel
views but requires higher hardware complexity. The com-
plexity issue comes from the adoption of several FFT engines.
One possible future extension of this work is to design low-
cost spatial filters to replace those FFT engines.

Table 1. Implementation performance comparison.

[11] [12] This work
Algorithm IDW VSRS Phase-based

Technology Process UMC 65 nm UMC 90 nm TSMC 40 nm
Operating Frequency 260MHz 200MHz 200MHz

Throughput 477 Mpixel/s 67 Mpixel/s 266 Mpixel/s
Logic Gate Count
(two-input NAND) 2.3M 268.5K 2M

On-chip Memory
(KBytes) 294.4 69.3 228

Output views 8 1 8

4.2. FPGA Implementation Result

Our hardware design was implemented on Xilinx ZC706
platform. It occupies 142K LUTs, 58K Registers, and 228
KBytes of BRAM. It operates at 80MHz and provides UHD

multi-view content at 12 fps. In Table 2, we compare our
implementation result to the result of [5] which uses high
level synthesis to construct hardware blocks. The registers
and BRAM usage of the previous work are relatively high
compared to ours. The proposed work mainly improves the
BRAM utilization by 88 % and increases the throughput by
100 % even with a slower working frequency. Finally, we
build an FPGA demo system in Fig. 6.

Table 2. FPGA implementation comparison.

[5] This work
FPGA Xilinx ZC706 Xilinx ZC706
Clock 150MHz 80MHz

[LUT, Registers] [101K, 117K] [142K, 58K]
BRAM 1927 KBytes 228KBytes

DSP utilization 59 % 100 %
Throughput 53MPixel/s 106MPixel/s

Laptop as UART 
Console

Novel Views

ZC706 Platform

HDMI port

UART port

Fig. 6. Photograph of the demo system: After booting, the
system starts to read stereo videos and their corresponding
wavelet disparity maps from the SD card. We combine eight
novel views into a frame and show it on an external display
through HDMI. A console UI is implemented through UART.
Users can adjust the parameter ∆α which controls the dis-
tance between novel view through the console.

5. CONCLUSION

In this work, we propose a VLSI design of phase-based view
synthesis. To our knowledge, this is an early work that im-
plemented the phase-based method into hardware. To save
the computational cost of the re-projection filter, we adopt a
7-tap Lanczos filter. To lower the sensitivity to the resolution
of input disparity maps, we propose the cross-band disparity
correction. With the proposed hardware design, the system
delivers 266M pixel/s at 200MHz with 2M gate logic and 228
KB on-chip memory. We hope that this paper bring more
hardware design discussions on the phase-based method for
real-time applications.
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