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ABSTRACT

Mitotic event detection is a fundamental step in investigat-
ing of cell behaviors. The event can be used to analyze vari-
ous diseases, but most mitotic event detections performed pre-
viously focused only on two-dimensional (2D) images with
time information. Owing to the complex background (normal
cells) and mitotic event orientations, the 2D detection meth-
ods yield many false positive and false negative results. To
solve this problem, we proposed a 2.5 dimensional (2.5D)
cascaded end-to-end network combined with 3D anchors for
accurate detection of mitotic events in 4D microscopic im-
ages. Our proposed network uses a convolutional long short-
term memory to handle issues relating to time sequence; this
helps to improve the detection accuracy (reduction of false
positives). Furthermore, it uses 3D anchors to capture volume
information used to address the orientation problem (reduc-
tion of false negatives). The experimental results show that
the proposed method can achieve higher precision and recall
compared with state-of-the-art methods.

Index Terms— Mitotic detection, deep learning, 2.5D
network, 3D anchors

1. INTRODUCTION

Detection of mitotic events (cell division) is a fundamental
step in cell investigation. Mitotic event detection can be used
to understand cell behaviors, analyze diseases, and in many
biomedical applications. Furthermore, it can be used to de-
tect an abnormal skin structure in hairless mice [1, 2, 3, 4],
or development of breast cancer cell [5]. Mitotic counts are
usually conduced by specialists looking at glass slides under
a microscope. Since, the process involves three-dimensional
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Fig. 1. Typical slice images. The red and green boxes indicate
mitotic cells. (a) The division is in xy plane (easy-detection).
(b) The division is along the z-axis (difficult-detection).

(3D) data, which is the time sequence of 2D images, it is a
time-consuming and labor intensive task.

In an alternative study on glass slides, the researchers in-
vestigated the use of a two-photon microscope for intra-vital
skin imaging. In this area, 4D data (time sequences of 3D
volume images) are used to investigate cell behaviors [6]. In
comparison with 3D microscopy data (time sequence of 2D
image data), 4D data (time sequence of 3D volume data) can
provide more information, but also requires more work to in-
terpret. With 4D data, cell orientation becomes important, as
oriented cell division is involved in determining the outcomes
of various cell types, particularly during developmental pe-
riods [7, 8]. Typical slice images from two volume data are
shown in Fig.1. The red and green boxes indicate mitotic
cells. Fig.1(a) is a case of easy-detection, in which the cell
division is clearly observed in the 2D axial plane. Fig.1(b) is
a case of difficult-detection, in which the cell division cannot
be clearly observed in the 2D image of each because the ori-
entation of the cell is along the z-axis. In the case of Fig.1(b),
volume information is required. Automatically identifying
mitotic cells from such images is a challenging task.

Existing methods for mitotic and object detections are
mostly developed by using 2D dynamic imaging techniques.
Mao proposed the following two methods for identifying mi-
totic cells:hierarchial convolution neural network (HCNN)
[9] and Two-Stream Bidirectional Long Short-Term Memory
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Fig. 2. Overview of CasDetNet LSTM 3DAnchor network
architecture; the top part is used to extract the 2D feature;
while the bottom part uses 3D anchors to determine mitotic
location.

(TS-BLSTM)[10]. Both methods feed two types of input
into the network, namely appearance and motion. Applying
each of the methods involves generating top-level features
of appearance and motion, after which, these features are
merged to form one hybrid feature. The TS-BLSTM is an
improved version of the HCNN that takes advantage of Long
Short-Term Memory(LSTM) to improve performance by con-
sidering temporal information. However, both methods are
designed with a focus on 2D images and do not take cell ori-
entation into consideration, thus, resulting in under-detection
(false negatives).

In our previous work [11], we proposed a 2.5D cascaded
convolutional neural network (CNN) with temporal informa-
tion for automatic mitotic cell detection in 4D microscopic
images. We used regional proposal network (RPN) to extract
candidate cell from each slice and collected the RPN result-
s of the target slice and its neighbor slices, which is known
as 2.5D method, to support the classification and regression
results. However, the method still lacked cell orientation in-
formation.

In this paper, we used the concept of 2.5D network [11]
to propose a cascaded CNN and LSTM network with 3D an-
chors for mitotic cell detection in 4D microscopic images.
First, we extract features from the time sequence of a selected
slice and its neighbors using 2.5D convolutional and bidirec-
tional LSTM networks, which can gather information from
time sequences. To integrate spatial information, we merge
the neighbor slices with the selected slice to form 3D features
and apply 3D anchors to extract candidate ROIs including ori-
ented mitotic cells. The list of ROIs is used to find the location
of a mitotic cell in the image.

The paper is organized as follows. The proposed method
using a 2.5D and 3D convolutional layers is introduced in
Section 2, and experimental results of our proposed segmen-

tation method are discussed in Section 3. Section 4 discusses
the conclusion.

2. METHOD
The architecture of the proposed 2.5D cascaded CNN and L-
STM with 3D anchors (CasDetNet LSTM 3DAnchor) is il-
lustrated in Fig. 2. It comprises two main parts: (1) a 2.5D
cascaded CNN and LSTM which are used to extract spatial
features by considering the temporal information; (2) the ex-
tracted features from the target slice are combined with fea-
tures from the neighbor slices to form 3D features. Then 3D
anchors are used for generating 3D ROIs of candidate mitotic
cells. The ROIs are passed to the classification and regression
layers to locate a mitotic cell on the target slice.

2.1. 2.5D Method for Feature Extraction
During cell development periods, not all mitotic event occur
on the horizontal plane. Cell division orientation may occur
on the vertical plane, in which 2D detection methods can-
not be used to detect mitotic event with high accuracy. Con-
versely, the 3D method using volume data as input can solve
the orientation problem, however, the number of training data
(volume data) is very limited. This results in overfitting prob-
lem since the 4D (3D volume and time sequence) are rarely
obtained in such scenario. The poor performance of the 3D
method when the training data is small is discussed in Section
3.

To ameliorate this, we propose the use of 2.5D cascaded
CNN and LSTM network as the detection network as shown
in Fig.2. This is called as a 2.5D network because it takes
images of slices s− 1, s, s+ 1 as input and uses them to ex-
tract features of the target slice s. The advantage of our 2.5D
network is that it can use information from neighboring slices
(2.5D information) to distinguish between mitosis and normal
cells. The ResNet-18 [12] is used as a backbone network.
To extract features from sequential data, which can be used
to reduce the false positives, we applied bidirectional convo-
lutional LSTM (CLSTM) [13] after feature extraction using
the backbone network. Eq.1 shows the formulas of CLSTM,
where pt is the input gate, ft is the forget gate, ct is cell state,
ot is the output gate, and ht is the hidden state.

ct = ft ◦ ct−1 + pt ◦ tanh(Wxc ∗ xt +Whc ∗ ht−1 + bc)

pt = σ(Wxi ∗ xt +Whp ∗ ht−1 +Wcp ◦ ct−1 + bp)

ft = σ(Wxf ∗ xt +Whf ∗ ht−1 +Wcf ◦ ct−1 + bf )

ot = σ(Wxo ∗ xt +Who ∗ ht−1 +Wco ◦ ct + bo)

ht = ot ◦ tanh(ct)

(1)

Using the proposed cascaded network, we obtained a
2D feature map represented as fs+j(j = −n, ,−1, 0, 1, , n),
where s is the target slice and s + j are neighbor slices of
the target slice. The number of neighbor slices is 2n + 1. It
should be noted that the 2D feature map fs at time t is ob-
tained using information about its neighbor slices (s − 1 and
s+1) and its previous (t−1) and next (t+1) slices as shown
in Fig.2. The 2D feature map fs+j(j = −n, ,−1, 0, 1, , n)
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Fig. 3. 3D anchors on 3D feature map F

are concatenated into a 3D feature F , which is used as an
input for the 3D anchor.

2.2. 3D Anchors for Mitotic Cell Prediction
To use the 3D feature F in an efficient way, we were motivat-
ed to employ the detection technique from RPN which is done
using 3D anchors with 3 scales and 3 aspect ratios (9 anchors).
We used 9 anchors sliding over the features F to generate a
set of candidate ROIs. The size of the anchor iswa×ha×d as
shown in Fig.3. Since, the input of the network is specified by
the number of neighbor slicesN , the depth (d) of the anchor is
equal to 2N +1 and wa, ha are parameters to be estimated by
regression together with the anchor center position at (x, y).
Finally, the volume information (3D features) extracted from
3D anchors are fed into two sub-networks: classification Ct

s,i

and regression Rt
s,i. The output of the regression layer deter-

mines a predicted box (x, y, w, h), where i is the index of the
ROI in slice s at time t. The classification layer determines
the class of candidate ROIs.

2.3. Post-processing
Furthermore, to refine our network’s results, we performed
post-processing on the cells to remove cells erroneously-
identified as normal cells and to add missing mitotic cells
using information from the spatially and temporally adjacent
slices, shown as follows.

δt+k
s+j,i =

{
1, if Ct+k

s+j,i ≥ 0.5

0, else
(2)

W t+k
s+j,i = 1−

√
j2 + k2√
N2 + T 2

(3)

Ĉt+k
s+j,i =

∑N
j=−N

∑T
k=−T W

t+k
s+j,iδ

t+k
s+j,i∑N

j=−N

∑T
k=−T W

t+k
s+j,i

(4)

Here, Ct
s,i and Ĉt

s,i are probabilities before and after post-
processing (refinement). The variables, N and T represent
the numbers of spatially and temporally adjacent slices con-
sidered, respectively. The variable W is the weight distance
between the target slice and the neighboring slice. Ĉt

s,i also
represents the final classification result.

3. EXPERIMENTS AND RESULTS

3.1. Experimental Setup
3.1.1. Dataset
The dataset in this work was obtained from JSPE, Techni-
cal committee on Industrial Application of Image Process-

Table 1. Quantitative comparison of our proposed methods
and conventional methods for 2D image slices.

Method Precision Recall F1 Score
2D Faster R-CNN [14] 0.0870 0.9310 0.509
3D Faster R-CNN 0.0592 0.4143 0.2367
SSD [15] 0.0411 0.7221 0.3816
HCNN [9] 0.7003 0.6910 0.6957
TS-BLSTM [10] 0.7883 0.7751 0.7817
2.5D Faster R-CNN [11] 0.3591 0.7532 0.5562
CasDetNet CNN [11] 0.7228 0.70358 0.7132
CasDetNet LSTM 0.8195 0.7974 0.8085
CasDetNet LSTM 3DAnchor 0.8356 0.8442 0.8399

ing Appearance inspection algorithm contest 2017 (TC-IAIP
A-IA2017), Japan [17]. In this dataset, there are 16 set of
4D data, each of which contained approximately 80 tempo-
ral frames and each frame was approximately 480×480×37.
Each set contained 1-3 mitotic cells, listed in Table 2 as the
ground truth. The mitotic cells were annotated, but the anno-
tations did not indicate the stage of mitosis (unlike in many
other papers). This means that we were applying all models
to a binary classification task (mitotic or non-mitotic). Leave-
one-out technique was used to train the model.

To increase the training samples, we augmented the data
as follows. Because our network takes 2D images as input,
we first sliced the 3D volumes horizontally to generate 2D
images in the xy plane. Then, we rotated the data in 15◦ step,
scaled the images to 0.8 and 1.2 using center cropping, and
mirrored it to generate 96 times as much data.

3.1.2. Implementation

Our models were trained with Keras and TensorFlow as its
backend on an NVIDIA TITAN X GPU. Adam optimization
method was used to train the model with an adaptive learn-
ing rate. The initial learning rate was 0.5 × 10−5 and the
lowest learning rate observed was 10−7 with a batch size of
2. A Bidirectional technique was used in our CLSTM and the
number of time sequence T was set to 6, and a total of 13 time
sequences were used. The number of neighbor slices N was
set to 4, which implies that 9 slices were used to determine
the location of the mitotic cell along the z axis.

3.2. Detection Results on Slice Images

In this section, we present an evaluation of the detection re-
sults on 2D slice images. Each volume data was divided into
multiple 2D slice images. Each slice image was considered
as a sample data. The total number of 2D mitotic events in
each volume data was about 800-1200 slices. The precision,
recall, and F-1 score was used to evaluate the performance of
the detection methods. To evaluate the performance of our
network, we compared our network with the following stage-
of-the-art networks: Single Shot MultiBox Detector (SSD)
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Table 2. Detection results on 4D images to observe the orientation robustness.

Data 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Sugano[16]
TP 1 1 2 3 2 1 0 1 2 2 1 1 0 2 2 2
FN 0 0 0 0 1 0 1 0 0 0 1 2 1 0 0 0
FP 0 3 0 0 0 0 0 0 0 9 0 0 0 1 17 6

Faster RCNN[14]
TP 1 1 2 3 3 1 1 1 2 2 2 3 0 2 2 2
FN 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
FP 8 5 9 12 16 4 4 7 8 7 6 9 8 4 15 11

CasDetNet LSTM
TP 1 1 2 3 1 1 1 1 1 2 1 1 0 2 2 2
FN 0 0 0 0 2 0 0 0 1 0 1 2 1 0 0 0
FP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

CasDetNet LSTM 3DAnchor
TP 1 1 2 3 1 1 1 1 2 2 2 3 1 2 2 2
FN 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
FP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Ground truth 1 1 2 3 3 1 1 1 2 2 2 3 1 2 2 2

[15], FASTER RCNN [14], 3D FASTER R-CNN, Hierarchi-
cal Convolutional Neural Network (HCNN) [9], Two-Stream
Bidirectional Long Short-Term Memory (TS-BLSTM) [10],
and 2.5D network using 2D anchor [11].

3.2.1. Comparison with state-of-the-art methods

A comparison of the performance of our network with the
performance of stage-of-the-art methods is shown in table 1.
The conventional neural networks such as Faster RCNN and
SSD did not perform well in mitotic event detection. The F1-
score of both methods were only about 0.5. They could have
achieved good scores in recall rate, however, most of the de-
tected ROIs were non-mitotic cells which resulted in very low
precision and F1 score. The 3D Faster RCNN did not perfor-
m well too because the number of 3D training samples were
very limited. While HCNN and TS-BLSTM achieved better
results than Faster RCNN and SSD, the recall was not high
because they only used 2D information, and thus could not
detect oriented mitotic cells. Compared with the state-of-the
art methods, our proposed cascaded methods (CasDet CNN,
CasDetNet LSTM and CasDetNet LSTM 3DAnchor) can
significantly reduce false positives and improve the preci-
sion, of mitotic events detection. Furthermore, the proposed
method with 3D anchors can detect the oriented mitotic cells,
improve the recall, and achieve better performance.

3.2.2. Results for 4D images

Our final goal was to detect mitotic cells using 4D data. In this
case, we compared our results (with and without 3D anchors)
for 4D images with the winner of the TC-IAIP AIA2017 con-
test [17], 2D Faster RCNN. Table 2 summarizes the detection
results (TP, FN, FP) for the 4D data. The number of mitotic
cells detected manually for each data is also shown in Table
2 as ground truth. Among the 16 data, No.11, 12, and 13
contained oriented mitotic cells, which were difficult to be
detected using the conventional 2D method. As shown in Ta-
ble 2, it can be seen that the winner of Sunagos method [16]

(non-deep learning method based on machine learning), can
detect almost all mitotic cells but could not detect the oriented
mitotic cells in No.11, 12, and 13 data. Many false positive
results were also observed. For conventional Faster RCNN, a
lot of false positive result were detected. Our proposed cas-
caded CNN and LSTM without anchors (CasDetNet LSTM)
significantly reduced the number of false positive results (no
false positives were detected), but could not detect the orient-
ed mitotic cells in No.11, 12, and 13 data. Furthermore, some
mitotic cells in No.5 and 9 were not detected. The proposed
cascaded network with 3D anchors effectively detected the
oriented mitotic calls in No.11, 12 and 13 data; moreover no
false positive results were detected using the proposed net-
work. It was only two mitotic cells in No.5 that were not
detected by the proposed network because they were located
along the border of the image.

4. CONCLUSION

We proposed a 2.5D cascaded CNN and LSTM network with
3D anchors for mitotic cell detection in 4D microscopic im-
ages. using the cascaded LSTM, we were able to significantly
reduce the number of false positive results. Through the use
of 3D anchors, we were able to detect oriented mitotic cells
and significantly reduce the false negative results.

Our experimental results show that the proposed method
can perform better than the state-of-the-art methods such as
Faster RCNN, Single Shot Multi-Box Detector (SSD), Hier-
archical Convolution Neural Network (HCNN), Two-Stream
Bidirectional Long Short-Term Memory (TS-BLSTM), and
the winner of the TC-IAIP AIA2017 contest. However, the
proposed method still had issues in detecting cells that began
mitosis outside the image and divided into two daughter cells
that later appeared inside the image boundary. We plan to ad-
dress this issue in our future work, which would aim to solve
this problem and improve detection accuracy.
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