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ABSTRACT 

 

In recent years, the successful application of Deep Learning 

methods to classification problems has had a huge impact in 

many domains. In biomedical engineering, the problem of 

gesture recognition based on electromyography is often 

addressed as an image classification problem using 

Convolutional Neural Networks. In this paper, we approach 

electromyography-based hand gesture recognition as a 

sequence classification problem using Temporal 

Convolutional Networks. The proposed network yields an 

improvement in gesture recognition of almost 5% to the state 

of the art reported in the literature, whereas the analysis helps 

in understanding the limitations of the model and exploring 

new ways to improve its performance. 

 

Index Terms— sEMG, Gesture Recognition, Deep 

Learning, CNN, TCN. 

 

1. INTRODUCTION 

 

Accurate gesture recognition is important for a number of 

applications including human computer interaction [1], 

prosthesis control [2] and rehabilitation gaming [3, 4]. 

Surface electromyography (sEMG) signals measured from 

the forearm contain useful information for decoding muscle 

activity and hand motion.  

Machine Learning (ML) classifiers have been used 

extensively for determining the type of hand motion from 

sEMG data. A complete pattern recognition system based on 

ML includes acquiring data, extracting features, specifying a 

model and reasoning about new data. In the case of gesture 

recognition based on sEMG, electrodes attached to the arm 

and/or forearm acquire the EMG signals, and the typical 

extracted features are RMS, variance, zero crossings and 

frequency coefficients that are applied as inputs to classifiers 

like k-NN, SVM, MLP and Random Forests [5]. 

Recently, Deep Learning (DL) models have been 

successfully applied to sEMG-based gesture recognition. In 

these approaches, EMG data are represented as images and a 
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Convolutional Neural Network (CNN) is used to determine 

the type of gesture. Although EMG signals are time-series 

data, no appropriate DL model (e.g. Recurrent Neural 

Network – RNN) has been used so far, to our knowledge. 

In this work, taking into account the outcomes of [6] we 

investigate the application of temporal convolutional 

networks (TCN) [7] to the problem of sEMG-based gesture 

recognition. In contrast to the image classification approach, 

EMG signals are considered as a multi-dimensional time-

series and only 1D convolutions are applied. Additionally, the 

outputs of the convolutions are computed using only past and 

current data (causal convolutions). 

The main contributions presented in this paper are: 

• the approach of the problem of sEMG-based gesture 

recognition as a time sequence classification 

problem using TCN, 

• the improvement of the state-of-the-art accuracy by 

approximately 5%. 

The paper is organized as follows. Section 2 provides an 

overview of the related gesture recognition approaches. In 

Section 3, we give a detailed description of the proposed 

TCN architecture. The experiments performed for the 

evaluation of the model are presented in Section 4, while the 

results and a discussion are given in Section 5. Finally, 

Section 6 describes the conclusions and outlines future work. 

 

2. RELATED WORK 

 

The problem of sEMG-based hand gesture recognition has 

been studied thoroughly using either conventional ML 

techniques or DL methods. In the case of ML-based methods, 

the first significant study is presented in [8] for the 

classification of four hand gestures using time-domain 

features extracted from sEMG measured with two electrodes. 

The authors of [9] achieve a 97% accuracy in the 

classification of three grasp motions using the RMS value 

from seven electrodes as the input to an SVM classifier. The 

works of [10, 11, 12] evaluate a wide range of EMG features 

with various classifiers for the recognition of 52 gestures 

(Ninapro dataset [11, 13]). The best performance is observed 
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with a combination of features and a Random Forest classifier 

resulting in 75% accuracy. 

On the other hand, the first DL-based architecture, was 

proposed in [14]. The authors built a CNN-based model for 

the classification of six common hand movements resulting 

in a better classification accuracy compared to SVM. In [15], 

a simple model consisting of five blocks of convolutional and 

average pooling layers resulted in accuracy figures 

comparable, though not higher, to what was obtained with 

classical ML methods. In our previous work [16], we have 

investigated methods to improve the performance of this 

basic model. The results have shown that opting for max 

pooling and inserting dropout [17] layers after the 

convolutions boosts the accuracy by 3% (from 67% to 70%). 

The works of [18] and [19] incorporate dropout and batch 

normalization [20] techniques in their methodology. Apart 

from differences in model architectures, they measure EMG 

signals using a high-density electrode array, which has been 

proven effective to myoelectric control problems [21, 22, 23]. 

Using instantaneous EMG images, [18] achieves 89% 

accuracy on a set of eight movements, whereas in [19] a 

multi-stream CNN architecture is employed resulting in 85% 

accuracy on the Ninapro dataset. 

Other important works based on DL architectures deal 

with the problem of model adaptation. In [24], the technique 

of adaptive batch normalization (AdaBN) [25] updates only 

the normalization parameters of a pretrained model, whereas 

in [26] the authors use weighted connections between a 

source network and the model instantiated for a new subject. 

Additionally, in [26] they propose data augmentation 

methods for sEMG signals. 

 

3. PROPOSED MODEL 

 

Unlike existing works in sEMG-based gesture recognition 

that address the problem as an image classification task, in 

this paper we develop a time sequence recognition model. It 

is based on the architecture of TCN presented in [6] for 

sequence prediction problems. The main characteristics of 

TCNs are the use of causal convolutions and the mapping of 

an input sequence to an output sequence of the same length. 

In addition, accounting for sequences with long history, this 

model uses dilated convolutions that enable a large receptive 

field (RF) [27] as well as residual connections [28] that allow 

training deeper networks. Considering that our task is to 

classify sEMG signals, the output layer of TCN is further 

processed by either an average over time (AoT) calculation 

or an attention (Att) mechanism [29] so that a single class 

label characterizes a complete sequence (Figure 1). 

Given an input sequence of length 𝑁, {𝑥} =
{𝑥0, … , 𝑥𝑁−1}, the output of a causal convolutional layer is a 

sequence {𝑦} = {𝑦0, … , 𝑦N−1} such that the calculation of 

𝑦𝑛 , 𝑛 < 𝑁 depends only on {𝑥0, … , 𝑥𝑛}. The dilated 

convolutions are calculated as: 

𝑦𝑛 = (𝑥 ∗𝑑 ℎ)𝑛 = ∑ 𝑥𝑛−𝑑𝑚ℎ𝑚

𝑚

 

where ∗𝑑 is the operator for dilated convolutions, 𝑑 is the 

dilation factor and ℎ is the filter’s impulse response. For a 

TCN with 𝐿 layers, the output of the last layer, 𝑦𝐿 , is used for 

the sequence classification. When using the AoT, the class 

label 𝑜̂ attributed to the sequence is found through a fully 

connected layer with softmax activation function: 

𝑠 =
1

𝑁
 ∑ 𝑦𝑛

𝐿

𝑁−1

𝑛=0

 

𝑜̂ = softmax(𝑊𝑜 ∙ 𝑠 + 𝑏𝑜) 

where 𝑊𝑜, 𝑏𝑜 are trainable parameters. 

Otherwise, when using the Att mechanism, the class label is 

calculated as follows [29]: 

𝑣𝑛 = tanh (𝑊𝑎 ∙ 𝑦𝑛
𝐿 + 𝑏𝑎) 

𝑎𝑛 = softmax(𝑣𝑛
𝑇𝑢𝑎) 

𝑠 = ∑ 𝑎𝑛𝑦𝑛
𝐿

𝑁−1

𝑛=0

 

𝑜̂ = softmax(𝑊𝑜 ∙ 𝑠 + 𝑏𝑜) 

where 𝑊𝑎, 𝑏𝑎 are trainable parameters that transform the TCN 

output into a hidden representation 𝑣𝑛, 𝑢𝑎 is a learnable 

context vector, 𝑎𝑛 is the normalized importance for each 

time-step and 𝑠 is the weighted sum of 𝑦𝐿 based on the 

importance weights. 

According to [6], the advantages of TCN include the 

ability to process sequences of arbitrary lengths, while they 

require less memory in training compared to RNNs due to 

shared filter parameters of the convolutions. On the other 

hand, during inference RNNs are more memory-friendly 

since their calculations at time 𝑛 are based only on the current 

input and the hidden state, whereas a TCN needs the input 

sequence until the RF classification step is reached. 

For the case of sEMG signals classification, the use of a 

time sequence model, which seems to be a natural choice 

given the nature of the EMG input data, is investigated in this 

paper, and compared to the image classification methods used 

so far. The hyper-parameters that have to be determined are 

the number of residual blocks and the number of layers per 

block, both of which affect the size of the RF. 

 

 

 

Figure 1. Graphical representation of the proposed model (Figure 

adjusted from [6]) 
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4. EXPERIMENTS 

 

The proposed TCN architecture was evaluated on data 

from the first dataset of the Ninapro database. It includes data 

acquisitions of 27 healthy subjects that perform each of the 

52 gestures 10 times (repetition sequences). The types of 

gestures can be divided into three groups: i) basic finger 

movements, ii) isometric, isotonic hand configurations and 

basic wrist movements, and iii) grasping and functional 

movements. The data are acquired with 10 electrodes, of 

which eight are placed around the forearm and the other two 

are placed on the main activity spots of the large flexor and 

extensor muscles of the forearm [11]. 

The evaluation in this paper is based on existing works 

that have used this dataset [15, 16, 19]. Specifically, for each 

subject a new model is trained on data from seven repetitions 

and tested on the remaining three. As performance metrics we 

use the top-1 and top-3 accuracies (i.e. the accuracy when the 

highest and any of the 3 highest output probabilities match 

the expected gesture) averaged over all the subjects. 

The performed experiments evaluated TCNs with RFs 

that correspond to 300ms (short) and 2500ms (long) of input 

sequences. In addition, an exponential dilation factor 𝑑 = 2𝑙 

for the 𝑙𝑡ℎ layer in the network was used. The classification 

was either based on the AoT or the Att mechanism. 

Therefore, four models were evaluated using complete 

repetition sequences as input. The details of each model are 

shown in Table 1. 

All networks were trained using the adam optimizer [30] 

for 30 epochs with constant learning rate of 0.01 and a batch 

size of 128. To avoid overfitting the networks due to the small 

training set (size of 53 × 7 = 371), the training data of each 

subject were augmented by a factor of 10 using the time-

warping, magnitude-warping and jittering methods described 

in [31]. Finally, dropout layers were appended after each 

convolution with a forget rate of 0.05. These values were 

selected after performing a grid search on a validation set of 

five randomly selected subjects. 

The models were trained on a workstation with an Intel 

Xeon, 2.40 GHz (E5-2630v3) processor, 16 GB RAM and a 

Nvidia GTX1080, 8GB GPU. Each epoch was completed in 

approximately 20s. The results are summarized in Table 2. 

 
5. RESULTS AND DISCUSSION 

 

The problem of hand gesture recognition based on sEMG is 

addressed as a sequence classification task using TCN 

models; a type of CNN that performs only temporal causal 

convolutions. Two hyperparameters of the model are 

explored: the receptive field of the convolutions and the type 

of classification. A comparison of the loss graphs during 

training and testing (Figure 2) shows that all models have 

been trained until convergence. In addition, the degree of 

overfitting is very small, therefore adjusting the forget rate of 

the dropout layers could only slightly improve the test 

accuracy. 

Error analysis based on the average confusion matrix 

shows that some gestures are difficult to classify correctly. 

Table 1. Details of the evaluated models. The number of layers 

refers only to convolutions. 

Model Classifier RF Size Layers 

AoT(300) AoT 300ms 60K 4 

AoT(2500) AoT 2500ms 70K 7 

Att(300) Att 300ms 75K 4 

Att(2500) Att 2500ms 85K 7 

 

 

 

Figure 2. Average loss graphs during training and testing show 

convergence of the models. 

 

  

  
Figure 3. Average confusion matrix for each TCN model. 

 

Table 2. Performance of the evaluated models. 

Model Top-1 Top-3 

AoT(300) 89.51% (3.43%) 97.42% (1.51%) 

AoT(2500) 89.29% (3.80%) 97.37% (1.50%) 

Att(300) 89.67% (3.50%) 97.35% (1.77%) 

Att(2500) 89.76% (3.49%) 97.11% (1.68%) 
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All confusion matrices display a few clusters of 

misclassifications between the following gestures: i) thumb 

adduction-abduction and flexion-extension (labels 9-12), ii) 

thumb opposing little finger and abduction of all fingers 

(labels 16-17), iii) power grip and hook grasp (labels 31-32), 

iv) types of three finger grasps (labels 40-42), and v) types of 

pinch grasps (labels 43-44). The first three cases are gestures 

were all the fingers except the thumb are fully or partially 

extended, while in the last two the gestures are very similar 

and hence some of the subjects might have been confused. In 

our previous work [16], we had shown that these groups of 

gestures were mostly misclassified by an image-based 

approach as well. 

A comparison between AoT and Att reveals that the 

specific attention (Att) mechanism did not yield much better 

results than the time average (AoT). The performance gain 

from using Att is only 0.2%. However, the values of the 

attention weights show that the model can identify 

discriminative features for the classification, since in general 

the weights values are not equally spread (Figures 4-5). 

In Figure 4, the attention weights of the short RF and the 

long RF model are shown for the same gesture. It is clear that 

with a longer RF the network can isolate useful features. 

However, it might occur that an important region of the input 

is completely ignored (Figure 5) resulting in a classification 

error. Therefore, more experiments should be conducted to 

gain a better understanding of the relation between the RF and 

attention methods. 

Compared to other experimental results on the Ninapro 

benchmark dataset, the proposed model outperforms the 

state-of-the-art on sEMG-based gesture recognition 

(Table 3). Previous approaches classified sEMG images 

generated from sliding windows of 150ms [15, 16] and 

200ms [19], whereas in this work only complete sequences 

are considered. In addition to achieving the highest 

performance in the Ninapro dataset, the TCN-based model 

uses only a few parameters, which allows training with less 

data. 

 

6. CONCLUSIONS 

 

This paper investigated the application of a TCN model to the 

problem of sEMG-based recognition. In contrast to existing 

works that address the problem as an image classification 

task, the proposed model can categorize complete sEMG 

sequences. The architecture consists of a stack of layers that 

perform temporal causal convolutions, while the class label 

is computed either with an AoT or an Att method. The results 

showed that it outperforms the state-of-the-art by about 5% 

on a benchmark dataset. Finally, future research will 

investigate ways to better understand the effect of the 

receptive field and model depth on recognition accuracy. 

 

 

 
Figure 4. Correct classification of the thumb flexion gesture of 

subject-11 with Att(300) (up) and Att(2500) (down). 

 

Table 3. Comparison with existing works. 

 Top-1 Model parameters* 

[15] 66.59% 85K 

[16] 70.48% 85K 

[18] 76.10% 500K 

[19] 85% 2.5M 

This work 89.76% 85K 
* calculated for 53 classes based on model description 

 

 

 
Figure 5. Classification of the quadpod grasp gesture of subject-11 

with Att(300) (up) and Att(2500) (down). The latter misclassifies 

the gesture as a three-finger sphere grasp. 
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