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ABSTRACT

Based on the intravascular infusion of gas microbubbles,
which act as ultrasound contrast agents, ultrasound local-
ization microscopy has enabled super resolution vascular
imaging through precise detection of individual microbub-
bles across numerous imaging frames. However, analysis
of high-density regions with significant overlaps among
the microbubble point spread functions typically yields
high localization errors, constraining the technique to low-
concentration conditions. As such, long acquisition times are
required for sufficient coverage of the vascular bed. Algo-
rithms based on sparse recovery have been developed specif-
ically to cope with the overlapping point-spread-functions
of multiple microbubbles. While successful localization of
densely-spaced emitters has been demonstrated, even highly
optimized fast sparse recovery techniques involve a time-
consuming iterative procedure. In this work, we used deep
learning to improve upon standard ultrasound localization
microscopy (Deep-ULM), and obtain super-resolution vascu-
lar images from high-density contrast-enhanced ultrasound
data. Deep-ULM is suitable for real-time applications, re-
solving about 1250 high-resolution patches (128x128 pixels)
per second using GPU acceleration.

Index Terms— Ultrasound, Deep learning, Super resolu-
tion, Contrast agents

1. INTRODUCTION

High-fidelity microvascular imaging is of great interest for a
multitude diagnostic applications, having the potential to de-
tect and phenotype diseases that are hallmarked by microvas-
cular alterations. One such application is the detection of
angiogenesis in cancer, characterized by a chaotic vascular
network that excibits irregular geometries, and is a good pre-
dictor for the development of distal metastasis [1]. Likewise,
assessment of microvascular deficits and subsequent hypop-
erfusion following traumatic spinal cord injury may provide
new neurological monitoring opportunities [2].

Contrast-enhanced ultrasound imaging is a cost-effective
imaging modality that enables microvascular imaging through
the use of an intravascular contrast agent. This is made of
microbubbles, which are sized similarly to red blood cells and
therefore reach the full vascular network up to the capillary
level. However, the attainable ultrasound resolution is typi-
cally not sufficient to resolve microvascular structures, being
limited by wave diffraction and the transducer array geome-
try. Although the use of smaller wavelengths permits higher
resolutions and therewith imaging at smaller scales, it comes
at the cost of reduced penetration depth since higher fre-
quencies suffer increasingly from absorption of the acoustic
energy by tissue.

In ultrasound localization microscopy (ULM) [3, 4, 5, 6]
this inherent physical trade-off between resolution and pene-
tration depth is circumvented by exploiting super-resolution
concepts from optics (e.g. Photoactivation Localization Mi-
croscopy [7]). Instead of constructing a diffraction-limited
vascular image by taking the average or maximum intensity
across an ensemble of ultrasound frames over time, ULM
aims at localizing the centroids of individual microbubbles on
a frame-by-frame basis to construct a super-resolved image.
While ULM was shown to enable a 10-fold improvement in
resolution as compared to its diffraction-limited counterpart
[3], it typically relies on long acquisition times (minutes) to
cover the full vascular bed. Attaining a motion-free acquisi-
tion across such a time-span is often infeasible in a clinical
setting. The strong constraint that ULM poses on acquisi-
tion time could be alleviated significantly if one were able
to drastically increase the microbubble concentration. Un-
fortunately, similar to single-molecule localization in optics,
single-microbubble localization in ULM breaks down when
the imaging point-spread-functions (PSFs) of the detected mi-
crobubbles display substantial overlaps. This scenario is in-
creasingly likely to happen for higher concentrations. As
such, standard ULM methods requiring isolated microbubbles
with non-overlapping PSFs dictate relatively long acquisition
times.

Recently, algorithms based on sparse recovery were pro-

1055978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019



Fig. 1. Detection rate and localization precision of Deep-ULM (red) compared to ULM based on centroids (gray) and sparse
recovery (black). (A) Recovered density as a function of simulated microbubble (MB) density, and (B) corresponding median
localization errors with bars representing the standard deviation.

posed that permit the use of higher microbubble concentra-
tions [8, 9, 10]. However, even highly optimized sparse re-
covery methods have an iterative nature, with a computation
time that grows significantly with the field of view. As such,
real-time implementation remains a major challenge.

In this paper, we propose Deep-ULM, an ultrasound lo-
calization microscopy strategy based on deep learning, de-
signed and trained to cope with high-concentration contrast-
enhanced ultrasound acquisitions. This method exploits an
end-to-end convolutional neural network that maps individual
low-resolution input frames to high resolution outputs. Deep-
ULM is fast, offering the advantages of sparse-recovery at a
much lower computation cost, reaching inference rates that
permit real-time implementation.

2. DEEP-ULM

2.1. Network architecture

We adopt a fully convolutional U-net style architecture [11]
that consists of an encoder network which captures essen-
tial image information into a latent feature layer, and an ex-
panding decoder network which maps this latent representa-
tion to precise localizations on a high-resolution grid. The
encoder follows a contracting path made of 3 layer-blocks,
each block comprising two 3x3 convolution layers with leaky
rectified linear unit (ReLU) activations, and one 2x2 Max-
pooling operation. We use leaky ReLUs rather than regular
ReLUs across all convolution layers in the network to avoid
inactive neurons/nodes that effectively decrease the model ca-
pacity [12]. In addition, batch normalization is used before
all activations to boost the network’s trainability by enabling
higher learning rates and requiring less-strict hyper-parameter
optimization [13]. The subsequent latent layer includes two

3x3 convolutional layers, followed by a dropout layer (prob-
ability 0.5) which randomly disables about 50% of the latent
features during training [14]. This latent space is then trans-
formed to a high-resolution localization image by the decoder.
The decoder again consists of 3 blocks; the first two blocks
encompassing two 5x5 deconvolution layers (transposed con-
volution) of which the second has an output stride of 2 rather
than 1, followed by a 2x2 up-sampling layer which simply re-
peats the image rows and columns. The last block consists of
two deconvolution layers, of which the second again has an
output stride of 2, preceding another 5x5 convolution which
maps the feature space to a single-channel image through a
linear activation function. The full network effectively scales
the input image dimensions up by a factor 8.

2.2. Training

We train the network using simulated pairs of high-resolution
targets an corresponding ultrasound acquisitions. To this
end, random microbubble concentrations between 0 and 260
microbubbles/cm2 are generated, with each microbubble hav-
ing a random location and backscatter intensity. The latter
reflects the backscatter intensity variations of a polydisperse
microbubble population imaged at various distances from the
elevational beam axis, and ranged between 0.4 and 1 (a.u.).

The microbubble locations (x0, y0) ∈ X are then con-
verted to a high-resolution target, Itar, by assigning its
backscatter value to an image pixel on the desired high-
resolution grid. The corresponding radiofrequency (RF)
signals are then obtained through the modulated PSF:

r(t, y) =
∑

(xi,yi)∈X

P (xi, yi|φ) sin [2πf0(t− xi/c0)] , (1)

where c0 is the speed of sound, f0 is the transmit fre-
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Fig. 2. Comparison of Deep-ULM against other ULM methods for contrast-enhanced ultrasound simulations of 6 closely
spaced vessels, for low (≈ 2 microbubbles/frame) and high (≈ 15 microbubbles/frame) densities. Note that all methods are
deployed on an image-domain sequence of frames.

quency and φ contains the parameters of the PSF P , esti-
mated by manually pinpointing several isolated microbub-
bles and fitting a 2D anisotropic rotated Gaussian to the
data. Uncertainty in this estimate was incorporated in the
training procedure by introducing variance in the PSF pa-
rameters through a multiplicative random component, i.e.
φ = φm [1 +N (µ = 0, σ = 0.1)]. The RF signals are then
envelope detected and subsequently down-sampled to an 8
times courser grid than the high-resolution targets to yield the
input patches:

I [nx, ny] =

√
{r(t, y)}2 + {Ht [r(t, y)]}2

∣∣∣∣
t= nx∆x

c0
,y=ny∆x

,

(2)
whereHt [·] denotes the Hilbert transform across t, and ∆x is
the pixel size. We then added white and colored background
noise with relative standard deviations of 2% and 5%, respec-
tively. Colored noise was produced by spatially filtering white
noise with a 2D Gaussian having a standard deviation of 1.2
pixels.

Given this training data, we used the Adam optimizer
[15] with learning rate 0.001, stochastically optimizing across
batches of 128 patches to minimizing the following loss func-
tion:

L(I, Itar|θnn) = ‖f(I|θnn)−G ∗ Itar‖22 + λ ‖f(I|θnn)‖1 ,
(3)

where f(I|θnn) is the nonlinear neural network function with
parameters θnn, and λ is a regularization parameter that pro-
motes network predictions that yield sparse images, and was
(conservatively) set to 0.01. The operator G denotes a 2D
Gaussian filter of which the standard deviation was set to one
pixel. In practice, we observed that applying such a mild 2D
filtering operation on the sparse target data improved training,
ensuring proper back propagation of loss gradients in which

large localization errors are penalized more than small de-
viations. The mean-squared-error-based regression strategy
enables joint estimation of microbubble locations and their
backscatter intensities. The latter is particularly useful to em-
phasize localizations near the elevational beam axis during
image reconstruction.

Training (and inference) were implemented in Python us-
ing the Tensorflow backend (Google, Mountain View, CA),
and run on a computation server, equipped with an NVIDIA
Titan X Pascal GPU that has 12 GB of video memory.

3. REFERENCE ULM IMPLEMENTATIONS

3.0.1. Standard ULM

Standard ULM was implemented using a centroid localiza-
tion approach, largely following the methodology described
by Errico et al. [3]. The input images are upsampled by a fac-
tor 8 using the Lanczos kernel and subsequently deconvolved
with a Gaussian low-pass filter that is based on the PSF. We
threshold the deconvolved images at 50% of their 98th per-
centiles, and perform a morphological opening operation to
remove spurious peaks. From this we detect the local max-
ima, and select an area of 24x24 pixels (i.e. 3x3 pixels on the
original data) around them to compute the image centroids.

3.0.2. Sparse-recovery ULM

Sparse-recovery ULM approaches the microbubble localiza-
tion task as an inverse problem, by modelling each image
frame as a superposition of translated and scaled PSFs accord-
ing to microbubble locations and backscatter amplitudes on a
high-resolution grid [8]. Assuming that the microbubbles are
smaller than a pixel and sparsely distributed across the image,
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Fig. 3. In-vivo evaluation on a rat spinal cord. (A) Standard maximum intensity projection (MIP) image, (B) mean intensity
image, and (C) Deep-ULM reconstruction. (D) Vessel intensity profile of Deep-ULM compared to MIP.

the following regularized inverse problem can be formulated
by promoting a sparse solution through the addition of an `1
penalty:

îsr = arg min
isr
‖Pisr − i‖22 + λsr ‖isr‖1 , (4)

where isr is the vectorized super-resolution frame on a
high-resolution grid, i is the vectorized low-resolution im-
age frame, and P is the measurement matrix in which each
column is a shifted version of the PSF. To solve (4), we em-
ployed an optimized Fourier domain implementation of the
Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)
[16],with a grid up-sampling factor of 8, and λ = 0.01.

4. RESULTS

Figure 1 shows the performance of Deep-ULM as compared
to standard and sparse-recovery-based ULM for ultrasound
simulations of randomly generated microbubble dispersions
for various densities. For computing the recovered density,
we only consider a microbubble detected if its localization
was obtained within 30 µm (about 1/7th of the wavelength)
of its true location. To determine the localization precision,
each ULM-identified microbubble (i.e., also those beyond 30
µm) is associated to the closest ground-truth microbubble po-
sition, and their Euclidian distance is calculated. Deep-ULM
outperforms both sparse recovery and standard ULM at both
precision (localization error) and recall (recovered density),
especially for higher densities.

We hypothesize that this performance gain originates
from the neural network’s ability to learn the image-domain
implications of interference among backscattered RF signals
of closely spaced microubbles. This situation is more likely
to occur for the highest densities. We therefore now turn
to investigating the impact of training the neural network
with such knowledge of the interference patterns of overlap-
ping RF-modulated point-spread-functions. Figure 2 displays
super-resolution images (obtained by summing the sparse
reconstructions for all frames) of a simulated ultrasound

sequence (10 seconds, 100 Hz) of microbubbles flowing
through closely spaced parallel vessels (3 pairs, separated by
λ/3, λ/4, and λ/5), as obtained using Deep-ULM, trained
with and without RF-modulation of the PSF. Interestingly,
learning these interference patterns is indeed a crucial aspect
of Deep-ULM’s performance. We also compare these results
against those obtained with sparse recovery and observe the
same phenomena as for Deep-ULM when training without
RF-modulation. Deep-ULM is moreover about 4 orders of
magnitude faster than ULM by sparse recovery.

To show that Deep-ULM generalizes well beyond sim-
ulations, we display its application to an in-vivo contrast-
enhanced ultrasound acquisition of a rodent spinal cord in
Figure 3 [2]. Comparing panels A,B to C, we observe that
Deep-ULM is able to resolve vessels that are not visible in
the diffraction-limited images (A,B). This is further clarified
in Figure 3D, where the line profiles of Deep-ULM and the
maximum intensity projection are given for an isolated vessel.

5. CONCLUSION

In this work we show that the use of deep neural networks
for ultrasound localization microscopy allows for improved
performance as compared to a standard centroid-localization
technique as well a sparse-recovery algorithm. The proposed
method, Deep-ULM, yields higher precision and recall, in
particular for areas with high contrast-agent densities, where
the image PSFs of microbubbles overlap significantly. We
show that adequate modeling of the radiofrequency interfer-
ence patterns is crucial to achieve this performance gain with
respect to the sparse-recovery method. Deep-ULM is more-
over about 4 orders of magnitude faster, reconstructing about
1250 high-resolution patches per second. This makes real-
time implementation feasible.
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