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ABSTRACT

The multi-channel Wiener filter (MWF) is a well-known multi-
microphone speech enhancement technique, aiming at improving the
quality of the recorded speech signals in noisy and reverberant environ-
ments. Assuming that reverberation and ambient noise can be modeled
as a diffuse sound field and the spatial coherence of the residual noise is
known, the MWF requires estimates of the relative early transfer function
(RETF) vector of the target speaker as well as the power spectral densities
(PSDs) of the target, diffuse and residual noise component. RETF vector
and PSD estimation is often decoupled, where one quantity is estimated in-
dependently of the other quantity. In this paper, we propose to jointly esti-
mate the RETF vector and all PSDs by minimizing the Frobenius norm of
a model-based error matrix using an alternating least squares method. Ex-
perimental results using different dynamic acoustic scenarios with a mov-
ing speaker show that the proposed method leads to a larger MWF per-
formance than a state-of-the-art method based on covariance whitening.

Index Terms— MWF, dereverberation, noise reduction, PSD esti-
mation, RETF estimation

1. INTRODUCTION

In many hands-free speech communication applications, such as telecon-
ferencing and hearing aids, the recorded speech signals are corrupted
by reverberation and ambient noise. Since this may lead to a decreased
speech quality and a performance degradation of automatic speech
recognition systems [1], [2], speech enhancement techniques that are
capable of suppressing late reverberation as well as ambient noise are
required. Multi-microphone techniques are generally preferred over
single-microphone techniques due to their capability of exploiting spatial
information. A frequently used technique is the multi-channel Wiener
filter (MWF) [3]–[5], which minimizes the mean square error between
a target signal and the output signal. Modeling late reverberation and
ambient noise as a diffuse sound field and residual noise (e.g., sensor
noise) as a spatially homogeneous sound field with time-varying power
spectral densities (PSDs), the MWF requires estimates of the (possibly
time-varying) relative early transfer function (RETF) vector of the target
speaker as well as the time-varying target, diffuse and residual noise PSDs.

Various RETF vector and diffuse PSD estimators have been proposed
in the literature. The RETF vector has been estimated, e.g., based on the
least squares method [6], [7], the covariance subtraction method [8]–[10],
or the covariance whitening (CW) method [9]–[12]. The PSD of diffuse
sound fields has been estimated, e.g., using maximum likelihood-based
estimators [13]–[15], Frobenius norm-based estimators [15], [16], or
an eigenvalue decomposition (EVD)-based estimator [17]. While most
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RETF vector and diffuse PSD estimators are decoupled, the combination
of different estimators as well as joint estimators have been proposed.
In [18] it has been shown that estimating the RETF vector using the CW
method and the diffuse PSD using the EVD-based method results in a high
dereverberation and noise reduction performance, both in stationary as
well as moving speaker scenarios. Based on the minimization of the
Frobenius norm of a model-based error matrix, in [19] an alternating least
squares (ALS) method has been proposed to jointly estimate the (possibly
time-varying) RETF vector as well as the target and the diffuse PSDs. Sim-
ulation results for a spatially stationary speaker in a perfectly diffuse noise
field show that this method outperforms the CW-based method in [18].

All previously described estimators assume the residual noise PSD
matrix or the residual noise PSD to be known. The residual noise PSD
matrix is typically estimated during speech pauses detected by a voice
activity detector, generally requiring the residual noise PSD to be rather
stationary. In [20] a Frobenius norm-based estimator for joint diffuse and
residual noise PSD estimation has been proposed, where the residual noise
is modeled by a spatially homogeneous sound field with a time-varying
PSD. Motivated by [20], in this paper we propose an extension of the
method in [19], jointly estimating not only the RETF vector and the
target and diffuse PSDs, but also the residual noise PSD in an ALS fashion.
For different dynamic acoustic scenarios with a moving speaker in a
reverberant environment the performance of an MWF using the RETF
vector and PSD estimates of either the proposed method, the method
in [19], or the CW method is compared, showing that the proposed
method leads to the highest performance in the presence of residual noise.

2. SIGNAL MODEL

We consider an acoustic scenario with one (possibly moving) target
speaker as well as diffuse and residual noise in a reverberant environment.
In the short-time Fourier transform (STFT) domain, the stacked vector of
noisy and reverberant microphone signals

y(k,l)=[Y1(k,l), Y2(k,l), ..., YM(k,l)]T , (1)

with M the number of microphones, k the frequency index, and l the
frame index, can be written as

y(k,l)=x(k,l)+d(k,l)+v(k,l), (2)

where x(k,l) denotes the speech component, d(k,l) denotes the diffuse
component (representing late reverberation as well as diffuse noise), and
v(k,l) denotes the residual noise component (e.g., sensor noise).

The target component can be modeled as

x(k,l)=a(k,l)X1,e(k,l), (3)

whereX1,e(k,l) denotes the early reverberant speech component in the
first microphone signal (i.e., the target signal) and
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a(k, l) = [1, A2(k, l), ... , AM(k, l)]T denotes the RETF vector of
the target speaker, with the first microphone selected as the reference
microphone without loss of generality. Assuming that all components
in (2) are uncorrelated, theM×M-dimensional microphone PSD matrix
Φy(k,l)=E{y(k,l)yH(k,l)}, with E{·} the expectation operator, can
be written as

Φy(k,l)=φs(k,l)a(k,l)a
H(k,l)︸ ︷︷ ︸

Φx(k,l)

+φd(k,l)Γ(k)︸ ︷︷ ︸
Φd(k,l)

+φv(k,l)Ψ(k)︸ ︷︷ ︸
Φv(k,l)

, (4)

where φs(k,l) = E
{
|X1,e(k,l)|2

}
denotes the target PSD, φd(k,l) de-

notes the diffuse PSD, φv(k,l) denotes the residual noise PSD, and the ma-
trices Γ(k) and Ψ(k) denote the spatial coherence matrices of the diffuse
and residual noise components, which are assumed to be time-invariant
and known. As defined in (4), Φx(k,l), Φd(k,l) and Φv(k,l) denote
the PSD matrices of the target, diffuse and residual noise component.

The MWF wMWF(k,l) produces the minimum mean square error
estimate of the target signalX1,e(k,l), solving the optimization problem

wMWF(k,l)=argmin
w
E
{
|wH(k,l)y(k,l)−X1,e(k,l)|2

}
. (5)

Using the signal model in (3) and (4), the MWF is given as [3], [5]

wMWF(k,l)=

[φd(k,l)Γ(k)+φv(k,l)Ψ(k)]−1a(k,l)

aH(k,l)[φd(k,l)Γ(k)+φv(k,l)Ψ(k)]−1a(k,l)︸ ︷︷ ︸
wMVDR(k,l)

ξ(k,l)

1+ξ(k,l)
, (6)

where wMVDR(k, l) denotes the minimum variance distortionless
response (MVDR) beamformer, and ξ(k,l) denotes the a-priori signal-to-
noise ratio (SNR) at the output of the MVDR beamformer, i.e.,

ξ(k,l)=
φs(k,l)

wH
MVDR(k,l)[φd(k,l)Γ(k)+φv(k,l)Ψ(k)]wMVDR(k,l)

. (7)

As can be observed from (6) and (7), the MWF requires estimates of
the RETF vector a(k,l) as well as the PSDs {φs(k,l),φd(k,l),φv(k,l)}.
In the following sections, two methods are discussed for joint RETF
vector and PSD estimation. In Section 3 we briefly review the baseline
CW method [17], [18], which estimates the RETF vector a(k,l) and the
target and diffuse PSDs φs(k,l) and φd(k,l), but requires an estimate
of the residual noise PSD matrix Φv(k,l) to be known. In Section 4
we present a novel method to jointly estimate the RETF vector and all
PSDs {φs(k,l),φd(k,l),φv(k,l)} based on an ALS approach to minimize
the Frobenius norm of a model-based error matrix. This method is an
extension of [19], which only yields estimates of the RETF vector a(k,l)
as well as the target and diffuse PSDs φs(k,l) and φd(k,l). Please note
that in practice, instead of directly using the estimated target PSD, the
decision-directed approach (DDA) as described in [21], [22] will be used
to estimate the a-priori SNR, as has also been proposed in [7], [18]–[20].

In addition, in practice the microphone PSD matrix Φy(k,l) will be
estimated from the microphone signals using recursive averaging, i.e.,

Φ̂y(l)=αΦ̂y(l−1)+(1−α)y(l)yH(l). (8)

For conciseness, the frequency and frame indices k and l will be omitted
in the remainder of this paper whenever possible.

3. COVARIANCE WHITENING (CW) METHOD

Assuming that an estimate of the residual noise PSD matrix Φv is
available, the microphone PSD matrix Φy in (4) can be modified as

Φ̃y=Φy−Φv=φsaaH+φdΓ. (9)

Using the Cholesky decomposition of the spatial coherence matrix Γ, i.e.,
Γ=LLH , with L anM×M-dimensional lower triangular matrix, the
prewhitened (modified) microphone PSD matrix is equal to

Φ̃
w
y =L−1Φ̃yL−H=φs(L

−1a)(L−1a)H+φdIM , (10)

where IM denotes theM×M-dimensional identity matrix. The EVD of
Φ̃

w
y is equal to

Φ̃
w
y =UΛUH, (11)

where U and Λ areM×M-dimensional matrices containing the eigen-
vectors and the eigenvalues of Φ̃

w
y , respectively. As shown in [17], [18],

the RETF vector a is equal to a scaled version of the transformed principal
eigenvector Lu1, and all eigenvalues except the principal eigenvalue λ1
are equal to the diffuse PSD. Hence, an estimate of the RETF vector and
the diffuse PSD can be obtained as

âCW =Lu1/
(
eTLu1

)
φ̂d,CW=

(
trace{Φ̃w

y }−λ1
)
/(M−1),

(12)

(13)

with theM-dimensional selection vector e=[1,0,...,0]T .
A drawback of the CW method is the fact that the noise component

which can be addressed is completely determined by the spatial coherence
matrix Γ used for prewhitening. Hence, to apply this method in the
presence of residual noise, an estimate of the residual noise PSD matrix
Φv needs to be available and subtracted from the estimated microphone
PSD matrix, i.e., Φ̂y−Φ̂v (cf. (9)).

4. ALTERNATING LEAST SQUARES METHOD

Based on the model in (4), in this section we propose a method to
jointly estimate the RETF vector a and the PSDs φ= [φs, φd, φv]

T by
minimizing the Frobenius norm of a model-based error matrix, i.e.,(

âALS, φ̂ALS

)
=argmin

a, φ
‖Φ̂y−(φdΓ+φvΨ)︸ ︷︷ ︸

=:Φ̂x

−φsaaH‖2F . (14)

Since, to the best of our knowledge, the optimization problem in (14) has
no closed-form solution, we propose to use a two-step ALS method to
obtain the estimates âALS and φ̂ALS, similarly to the method proposed
in [19].

First, the RETF vector a is assumed to be fixed to the estimate
from the previous iteration â(i−1), with i the iteration index, and the
minimization is performed with respect to the PSDs, i.e., [15], [20]

φ̂
(i)

ALS=
(
A(i−1)

)−1

b(i), (15)

with the matrix A(i) defined as

A(i)=


(
â
(i),H
ALS â

(i)
ALS

)2
â
(i),H
ALS Γâ

(i)
ALS â

(i),H
ALS Ψâ

(i)
ALS

â
(i),H
ALS Γâ

(i)
ALS trace{ΓHΓ} trace{ΓHΨ}

â
(i),H
ALS Ψâ

(i)
ALS trace{ΓHΨ} trace{ΨHΨ}

 (16)
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estimate
RETFs using

(20)

estimate
PSDs using

(15)

repeat until convergence

Fig. 1: Block diagram of ALS-based RETF vector and PSD estimation.

and the vector b(i) defined as

b(i)=

â
(i),H
ALS Φ̂yâ

(i)
ALS

trace{Φ̂yΓH}
trace{Φ̂yΨH}

. (17)

Second, the PSDs φ are assumed to be fixed to the estimate φ̂
(i)

ALS at
iteration i, and the minimization is performed with respect to the RETF
vector, i.e.,

â
(i)
ALS=argmin

a

∥∥∥Φ̂(i)

x −φ̂
(i)
s,ALSaaH

∥∥∥2
F
, (18)

where Φ̂
(i)

x is the estimated target PSD matrix in iteration i defined in (14),
i.e.,

Φ̂
(i)

x =Φ̂y−
(
φ
(i)
d,ALSΓ+φ

(i)
v,ALSΨ

)
. (19)

Interpreting (18) as the best rank-1 approximation of the estimated
target PSD matrix Φ̂

(i)

x , the solution is given by the scaled principal
eigenvector [23], i.e.,

â
(i)
ALS=

√√√√ λ̂
(i)
1

φ̂
(i)
s,ALS

ν̂
(i)
1 , (20)

where λ̂(i)1 and ν̂
(i)
1 are the principal eigenvalue and eigenvector of Φ̂

(i)

x ,
respectively.

A block diagram of the proposed ALS method is depicted in Figure 1.
Additionally, the structure of the implementation is provided in Algo-
rithm 1. The RETF vector â

(0)
ALS can be initialized either randomly or, e.g.,

based on an estimate of the direction of arrival of the target speaker. The
ALS iterations are repeated until a convergence criterion (e.g., a fixed
number of iterations) is reached.

A special case of the proposed ALS method was presented in [19],
which only estimates the RETF vector and the target and diffuse PSDs,
disregarding the residual noise, i.e., Φv ≡ 0. This estimator (denoted
ALS2) is also based on the minimization of the Frobenius norm of a
model-based error matrix, i.e.,(

âALS2, φ̂ALS2

)
=argmin

a, φ
‖Φ̂y−φdΓ−φsaaH‖2F , (21)

where φ= [φs, φd]
T , and leads to similar update equations as in (15)

and (20).

5. EXPERIMENTAL VALIDATION

To evaluate the performance of the considered methods for realistic
acoustic scenarios, recordings were performed in the variable acous-
tics laboratory at the University of Oldenburg using a uniform linear
microphone array with M = 6 omni-directional microphones and

Algorithm 1: ALS method to jointly estimate the RETF vector
and PSDs.

Input: Γ(k),Ψ(k), Φ̂y(k,l), iterationsN, init. â(0)(k,1)

Output: âALS(k,l), φ̂ALS(k,l)
for all (k,l) do

for i=1:N do
compute A(i−1)(k,l) using (16) and b(i−1)(k,l) using (17)

φ̂
(i)
ALS(k,l)=

(
A(i−1)(k,l)

)−1
b(i−1)(k,l) (15)

constrain φ̂
(i)
ALS(k,l) using (25)

Φ̂
(i)
x (k,l)=

Φ̂y(k,l)−(φ̂
(i)
d,ALS(k,l)Γ(k)+φ̂

(i)
v,ALS(k,l)Ψ(k))

Φ̂
(i)
x (k,l)=N̂(i)(k,l)Λ̂

(i)
(k,l)N̂(i),H(k,l) (EVD)

â
(i)
ALS(k,l)=

√
λ̂
(i)
1 (k,l)/φ̂

(i)
s,ALS(k,l)ν̂

(i)
1 (k,l) (20)

end
â
(1)
ALS(k,l+1)= â

(N)
ALS(k,l)/(e

T â
(N)
ALS(k,l)) (for next frame)

end

90°

15°-15°
0°

2m

1cm

2m2m

Fig. 2: Recording setup.

d=1cm spacing. See Figure 2 for an overview of the recording setup.
Using absorber panels on the walls, the reverberation time was set to
T60 ≈ 350ms. A male English speech signal (length of 16 s) played
back by a loudspeaker located about 2 m away from the microphone
array served as the target signal. Three different dynamic scenarios are
considered where the loudspeaker was moved by hand, i.e.,

(i) slowly moving approximately from 0 ◦ to 90 ◦,

(ii) normally moving approximately from 0 ◦ to 90 ◦, then standing
still, and

(iii) moving between −15 ◦ and 15 ◦, simulating the motion of a
person presenting in front of an audience.

In all considered scenarios, the direction of arrival at the starting position
was 0 ◦, i.e., orthogonal to the microphone array axis (broadside), and the
movement was performed keeping approximately the same distance to
the microphone array. Pseudo-diffuse babble noise was generated using
four loudspeakers facing the corners of the laboratory and playing back
different multi-talker recordings.

The microphone signals were then obtained by mixing the target
signal component, the pseudo-diffuse babble noise component, and an
artificially generated uncorrelated noise component, such that the desired
signal-to-diffuse ratio (SDR) and diffuse-to-noise ratio (DNR) values were
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Fig. 3: Average MWF performance over three dynamic scenarios for different DNRs in terms of fwsSNR, SRMR, and PESQ (left to right column).

obtained in the reference microphone, i.e.,
SDR/dB=10log10

∑
k

∑
l|X1(k,l)|2∑

k

∑
l|D1(k,l)|2

DNR/dB=10log10

∑
k

∑
l|D1(k,l)|2∑

k

∑
l|V1(k,l)|2

.

(22)

(23)

The signals are processed in the STFT domain at a sampling frequency
of 16 kHz using weighted overlap-add (WOLA) processing with a frame
length of 512 samples (corresponding to 32 ms), an overlap of 75 %, and
a Hamming analysis and synthesis window. The microphone PSD matrix
is estimated via recursive averaging with α= 0.67 (corresponding to
about 20ms). The diffuse coherence matrix Γ is constructed based on
the microphone geometry and assuming spherically diffuse noise [24].
To avoid numerical issues (e.g., for the Cholesky decomposition), it is
regularized as Γ←Γ+µIM , with µ=10−3 the regularization constant.

The CW method (cf. Section 3), the ALS2 method and the proposed
ALS method (cf. Section 4) are evaluated by using the estimated
quantities in the MWF formulation in (6). The DDA with smoothing
constant 0.98 is used to estimate the a-priori SNR as described in [22].
Furthermore, a minimum gain of -10 dB is used for the postfilter. For the
proposed ALS method, the spatial coherence matrix of the residual noise
is chosen as the identity matrix (Ψ=IM ), modeling uncorrelated noise
with equal power at each microphone such as microphone self-noise.
Depending on the acoustic scenario that is considered, different choices
may be more suitable.

The number of ALS iterations is equal to 10, which has been observed
to ensure convergence in preliminary simulations. For the ALS2 and
the CW method, which do not inherently model any residual noise, the
residual noise PSD matrix is estimated from the first second of the residual
noise component as

Φ̂v(k)=
1

L

L∑
l=1

v(k,l)vH(k,l) (24)

and subtracted from the estimated microphone PSD matrix Φ̂y. Note that
in case of the ALS method, this subtraction is obviously not performed.

Since PSDs can only assume positive values, the PSD estimates of all
considered methods are lower-bounded by the machine precision eps.
Furthermore, since none of the PSDs can be larger than the microphone
signal PSD, also an upper bound given by the average microphone PSD
is applied, i.e.,

eps≤{φ̂s, φ̂d, φ̂v}≤
1

M
yHy. (25)

The MWF output signal is evaluated using the following perfor-
mance measures: the frequency-weighted segmental signal-to-noise

ratio (fwsSNR) [25], the speech-to-reverberation modulation energy
ratio (SRMR) [25], and the perceptual evaluation of speech qual-
ity (PESQ) [26] measure. The reference signal used for these intrusive
performance measures is the anechoic target signal. The MWF perfor-
mance is assessed as the performance improvement between the output
signal and the signal at the reference microphone.

Figure 3 displays the obtained results for different DNRs, averaged
over the three considered dynamic acoustic scenarios. In terms of all
considered performance measures, the proposed ALS method performs
either similarly or significantly better than the ALS2 and the CW method,
with the difference being greater at low DNRs.

Summarizing, these simulation results demonstrate the advantages of
the proposed method in realistic dynamic acoustic scenarios, significantly
outperforming existing methods in scenarios where the DNR is low, while
leading to a similar performance for high DNRs.

6. CONCLUSION AND OUTLOOK

In this paper a multi-channel approach to jointly estimate the RETF vector
as well as the diffuse and residual noise PSDs has been proposed. The es-
timates are obtained by minimizing the Frobenius norm of a model-based
error matrix using an alternating least squares method. The proposed
method yields a high performance when used in a multi-channel Wiener
filter, especially outperforming state-of-the-art estimators in scenarios
where the non-diffuse noise power is high.
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