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ABSTRACT

Outdoor recordings of speech are often corrupted by wind noise,
which is difficult to reduce due to its high non-stationarity. In this
work, a multi-channel wind noise reduction method is presented,
based on a joint estimation of the speech and wind noise power
spectral densities. In contrast to existing methods that assume un-
correlated wind noise, the estimation phase is performed exploit-
ing the spatial characteristics of wind noise measured by closely-
spaced microphones. Here the characteristics are approximated by
a fluid-dynamics model, termed the Corcos model. An additional
contribution is the employment of a frequency dependent trade-off
parameter in the reduction phase, which depends on the ratio of the
difference-signal power to the sum-signal power of a sub-set of two
microphones. In particular, the trade-off parameter of the parametric
multi-channel Wiener filter is used to control the trade-off between
noise reduction and speech distortion. The proposed method can be
used also to reduce spatially uncorrelated wind noise. An evaluation
in terms of speech quality and signal-to-noise ratio improvements
is carried out to compare the proposed method to an existing multi-
channel wind noise reduction method, using recorded and simulated
wind noise samples.

Index Terms— Noise reduction, wind noise, multi-channel,
Corcos model

1. INTRODUCTION

Wind noise can result in an adverse acoustic condition in outdoor
recordings due to the interference generated by the interaction of
the air flow with the microphone membrane. This results in highly
non-stationary low frequency distortions which can severely degrade
the quality of desired signals, e.g., speech. Wind noise reduction
is therefore crucial to enhance the distorted signal. Existing back-
ground noise reduction approaches typically assume slowly time-
varying noise statistics, and are not able to deal with the rapid fluc-
tuations due to the wind. Moreover, hardware solutions like wind
screens cannot always be used, especially for small commercial de-
vices like smartphones or cameras.

Existing wind noise-reduction approaches can be classified
based on the number of microphones exploited in the processing,
i.e., single-channel [1–4] and multi-channel [5–9]. In this respect,
a well-established online scheme is given by a system composed of
(a) a detection phase in which the wind noise presence is assessed,
(b) an estimation phase in which the speech and wind noise power
spectral denisties (PSD) are obtained, and (c) a reduction phase, us-
ing one or more microphone. Single-channel reduction is generally
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performed by means of spectral weighting, e.g., by the Wiener fil-
ter. Multi-channel reduction approaches commonly assume that the
wind noise is spatially uncorrelated, and perform an additional spa-
tial enhancement, e.g., using a multi-channel Wiener filter (MWF).
The authors in [6] proposed to reduce wind noise using an MWF,
exploiting a closed-form maximum-likelihood (ML) estimator of
the speech and wind noise PSDs. Since spatially uncorrelated wind
noise contributions and equal noise power among the microphone
signals are assumed, the noise covariance matrix is given by a scaled
identity matrix.

In [10], we showed how the spatial coherence of wind noise
measured with closely-spaced microphones is non-zero and can be
approximated by the Corcos model [11] as an exponential decay
which depends on the microphone distance, the air stream direction
and velocity. In this contribution, we propose a parametric multi-
channel Wiener filter (PMWF) for wind noise reduction, designed
for devices with closely-spaced microphones. In contrast to earlier
works, we assume that the wind noise signals are spatially corre-
lated. More specifically, we model the spatial coherence of wind
noise contributions following the Corcos model. The proposed al-
gorithm exploits (a) a joint estimation of the speech and wind noise
PSDs by means of the minimization of the Frobenius norm of a com-
posite error matrix, originally presented in [12] for de-reverberation
and (b) a speech distortion/noise reduction trade-off parameter given
by the so-called power ratio, proposed in [9] and extended in our pre-
vious work [13]. This reduction approach can be applied to largely-
spaced microphones systems, by replacing the spatial coherence ma-
trix based on the Corcos model with an identity matrix. In particular,
the proposed estimator reduces to the ML estimator in [6] when we
assume uncorrelated wind-noise in the estimation procedure.

The paper is structured as follows. In Section 2, we formulate
the problem and introduce the notation. In Section 3, we describe
the joint PSDs estimation. In Section 4, we describe the trade-off
parameter of the PMWF. In Section 5, we assess the performance of
the proposed approach in terms of speech quality and signal-to-noise
ratio, and we make a comparison with the method in [6]. In Section
6, we draw conclusions and summarize this work.

2. PROBLEM FORMULATION

Without loss of generality, we assume an uniform linear array (ULA)
of N microphones with an inter-microphone distance d. The i-th
microphone signal, where i 2 {1, 2, . . . , N}, can be expressed in
the short-time Fourier transform (STFT) domain as

Yi(l, k) = Gi(k)S(l, k) + Vi(l, k), (1)

where l and k denote the time frame and the frequency bin indices re-
spectively, S(l, k) denotes the speech signal, Vi(l, k) denotes the i-
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th wind noise contribution and Gi(k) denotes the time-invariant rel-
ative transfer function from the speech source as received by the first
microphone to the i-th microphone. For outdoor recordings, early
reflections and late reverberation can be neglected, so that Gi(k) is
the relative direct-path transfer function, given by

Gi(k) = exp

✓
�◆ !kdi1 cos(✓s)

c

◆
, (2)

where ◆ =
p
�1, !k = 2⇡kFs/K denotes the discrete angular fre-

quency, K denotes the length of the discrete Fourier transform and
Fs denotes the sampling frequency, di1 = d|i � 1| denotes the rel-
ative distance between the i-th microphone and the first microphone
that is used as a reference, ✓s denotes the speech direction of arrival
(DOA) in terms of azimuthal angle and c denotes the speed of prop-
agation of radiating acoustic sources. In the following, we assume
that S(l, k) and Vi(l, k) are uncorrelated for all i 2 {1, 2, . . . , N}.
The wind noise contributions Vi,j(l, k) exhibit a spatial coherence
approximated by the Corcos model [10], i.e.,

�ij(k) = exp

✓
!kdij [�↵(✓w) + ◆ cos(✓w)]

Uc

◆
, (3)

with �ij(k) = �
⇤
ji(k), where dij = d|i� j|, ✓w denotes the DOA of

the wind stream with respect to the microphone axis, ↵(✓w) denotes
a DOA-dependent decay rate parameter defined as

↵(✓w) = ↵1| cos(✓w)|+ ↵2| sin(✓w)|, (4)

where ↵1 and ↵2 are, respectively, the longitudinal and the lateral
coherence decay rates, experimentally determined in [14]. Finally,
Uc is the convective turbulence speed in a boundary layer, where
Uc ⇡ 0.8U , with U denoting the free-field wind stream velocity.
For an air stream with constant DOA and speed, (3) is assumed to
be time-invariant. The spatial coherence matrix of the wind noise
contribution given by

�(k) =

2

64
�11(k) · · · �1N (k)

...
. . .

...
�N1(k) · · · �NN (k)

3

75 (5)

is therefore Hermitian, positive-definite and time-invariant. For a
sufficiently large inter-microphone distance d, (5) can be approx-
imated by the identity matrix, since (3) asymptotically converge to
zero when d increases to infinity, so that the wind noise contributions
can be assumed uncorrelated. The speech and free-field air stream
DOAs (✓s, ✓w) as well as the convective turbulence speed Uc are
assumed to be known in the following. The microphone signals can
be expressed in a vector notation as

y(l, k) = g(k)S(l, k) + v(l, k), (6)

where

y(l, k) = [Y1(l, k), ..., YN (l, k)]T

g(k) = [G1(k), ..., GN (k)]T

v(l, k) = [V1(l, k), ..., VN (l, k)]T.

The speech and the wind noise contributions are modelled as statisti-
cally independent zero-mean complex-Gaussian random processes,
i.e.,

S(l, k) ⇠ Nc(0,�ss(l, k))

v(l, k) ⇠ Nc(0,�vv(l, k)�(k)),

where �ss(l, k) denotes the speech PSD and �vv(l, k) denotes the
wind noise PSD. Furthermore, we assume equal noise power at each
microphone, i.e.,

�vivi(l, k) = �vjvj (l, k) = �vv(l, k).

The main goal is to obtain an estimate of the speech component
S(l, k), given the noisy observations vector y(l, k), through the
complex weighting

bS(l, k) = hH(l, k)y(l, k), (7)

where h(l, k) is the PMWF that can be decomposed into [15]

h(l, k) =
gH(k)b��1

v (l, k)

gH(k)b��1
v (l, k)g(k)

| {z }
hMVDR(l,k)

b�(l, k)
b�(l, k) + �
| {z }

H(l,k)

, (8)

where hMVDR(l, k) denotes the minimum-variance distortionless-
response (MVDR) beamformer and H(l, k) denotes the parametric
single-channel Wiener filter. The parameter � allows us to control
the trade-off between speech distortion and noise reduction. In (8),
b�v(l, k) = b�vv(l, k)�(k) denotes the short-term estimate of the
noise covariance matrix and b�(l, k) = b�ss(l, k)/b�ṽṽ(l, k) denotes
the estimated a-priori signal-to-noise ratio (SNR) at the output of the
beamforming, where b�ṽṽ(l, k) = [gH(k)b��1

v (l, k)g(k)]�1. Here,
b�ss(l, k) and b�vv(l, k) are the estimates of the speech and wind
noise PSDs respectively, whose computation is the objective of the
estimation phase. If � = 1, (8) provides a minimum mean square
error (MMSE) estimate of the speech, i.e., the MWF. To decrease
the amount of residual noise, � > 1 can be chosen. In this respect,
the noise reduction is increased at the cost of possibly introducing
speech distortion. In Section 4, we propose an approach to reduce
wind noise while limiting speech distortions by making � dependent
on the microphone signals.

3. POWER SPECTRAL DENSITY ESTIMATION

The estimation approach described in this section was initially pre-
sented in [12], where the authors obtained a closed-form solution for
the estimates of speech and late reverberant PSDs. Analogously in
this work, the optimal set of speech and wind noise PSDs b�(l, k) =
[b�ss(l, k) b�vv(l, k)]

T is obtained by minimizing the distance be-
tween the covariance matrix of the noisy observations

b�y(l, k) = E{y(l, k)yH(l, k)}, (9)

and the analytical model

�y(l, k) = �ss(l, k)g(k)g
H(k) + �vv(l, k)�(k), (10)

where E{.} denotes the expected value and �(k) given by (5). Here,
b�y(l, k) is recursively estimated, i.e.,

b�y(l, k) = ↵b�y(l � 1, k) + (1� ↵)y(l, k)yH(l, k), (11)

with ↵ 2 [0, 1). We define the composite error matrix between (11)
and (10) as the difference

�e(l, k) = b�y(l, k)��y(l, k), (12)

and we compute the optimal set b�(l, k) as the minimizer of the
squared Frobenius norm of (12), i.e.,

b�(l, k) = argmin
�(l,k)

k�e(l, k)k2F . (13)
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The closed-form solution of (13) is given by [12]

b�ss(l, k) =
A22(k)b1(l, k)�A12(k)b2(l, k)

A11(k)A22(k)�A
2
12(k)

(14)

b�vv(l, k) =
A11(k)b1(l, k)�A21(k)b2(l, k)

A11(k)A22(k)�A
2
12(k)

, (15)

where Ai,j(k) denote the entries of A(k) 2 IR2⇥2 symmetric time-
invariant matrix defined by [12]

A(k) ⌘


[gH(k)g(k)]2 gH(k)�(k)g(k)
gH(k)�(k)g(k) Tr[�H(k)�(k)]

�
, (16)

and bi(l, k) denote the elements of the short-term vector b(l, k) 2
IR2⇥1 defined by [12]

b(l, k) ⌘

gH(k)b�y(l, k)g(k)
Tr[b�y(l, k)�

H(k)]

�
. (17)

Assuming a sufficiently large microphone distance d, such that
the spatial coherence in (3) can be assumed to be zero-valued for i 6=
j, the spatial coherence matrix is defined by �(k) = I 2 IRN⇥N,
where I denotes the identity matrix. Under this assumption, it can be
shown that (14) and (15) are equal to the ML estimators in [6] and
therefore represent a more general solution.

4. SPEECH DISTORTION VS NOISE REDUCTION
CONTROL

In our previous work [13], we derived the difference-signal power
to the sum-signal power ratio of a mixture of speech and wind noise
signals for a dual-microphone system, referred to as power ratio in
the following. The obtained expression takes into account the spatial
characteristics of wind noise measured using closely-spaced micro-
phones, which are described by the Corcos model. In particular, the
power ratio associated to speech signals yields values close to zero
for a large portion of the frequency range, while the power ratio as-
sociated to wind noise tends towards one. Therefore, it serves as
a reliable feature to discern between clean speech and wind noise.
Given a sub-set of two microphone signals Yi(l, k), Yj(l, k), we de-
fine the difference signal and the sum signals by

Ydi↵(l, k) = Yi(l, k)� Yj(l, k),

Ysum(l, k) = Yi(l, k) + Yj(l, k),

respectively, and their PSDs by

�di↵(l, k) = E {|Ydiff(l, k)|2},

�sum(l, k) = E {|Ysum(l, k)|2}.
The power ratio is defined by

PR(l, k) = �di↵(l, k)/�sum(l, k). (18)

Using (1) and (2), (18) can be written as

PR =
4�ss sin

2
⇣

!kdij cos(✓s)

2c

⌘
+ 2�vv [1� Re{�ij}]

4�ss cos2
⇣

!kdij cos(✓s)

2c

⌘
+ 2�vv [1 + Re{�ij}]

, (19)

where the time-frequency dependency is omitted for brevity, Re{.}
is the real part operator and �ij(k) is given by (3). It is possible to
define the clean speech power ratio if �vv(l, k) = 0, obtaining

PRs(l, k) = tan2

✓
!kdij cos(✓s)

2c

◆
, (20)

Algorithm: Multi-channel wind noise reduction
Compute A using (16);
for all time frames do

for all frequency bins do
Compute cPR using (18);
Compute b�y using (11) and � using (22) ;
Compute b using (17);
Compute [b�ss

b�vv]
T using (14) and (15);

Compute h using (8);
Compute bS = hHy;

which presents a periodic behaviour throughout the frequency spec-
trum if ✓s 6= 90�. However, if dij is sufficiently small, the power
ratio of clean speech takes values close to zero for low frequencies,
where most of the wind noise energy is preponderant. The pure wind
noise power ratio is given by

PRw(l, k) =
1� exp

⇣
�↵(✓w)!kdij

Uc

⌘
cos

⇣
!kdij cos(✓w)

Uc

⌘

1 + exp
⇣

�↵(✓w)!kdij

Uc

⌘
cos

⇣
!kdij cos(✓w)

Uc

⌘ , (21)

where, for increasing dij , it can be approximated by PRw(l, k) ⇡ 1.
We propose to control the trade-off between speech distortion

and noise reduction by adjusting �(l, k) in (8) using the power ratio
as follows

�(l, k) = 1 + ⇢ · cPR(l, k) (22)

where cPR(l, k) = b�di↵(l, k)/b�sum(l, k) is the power ratio com-
puted by recursively estimating the power of the sum and difference-
signal, i.e.,

b�di↵(l, k) = ↵b�di↵(l � 1, k) + (1� ↵)|Ydiff(l, k)|2 (23)

b�sum(l, k) = ↵b�sum(l � 1, k) + (1� ↵)|Ysum(l, k)|2. (24)

This way, time-frequency instances distorted mainly by wind noise,
for which cPR ⇡ 1, are more strongly attenuated by the PMWF than
the MWF. For low-distorted or clean speech instances, for which
cPR ⇡ 0, the noise attenuation of the PMWF is approximately equal
to that of the MWF.

5. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed re-
duction approach in terms of objective speech quality and SNR im-
provement using PESQ [16] and frequency weighted segmental SNR
(fwSNR) scores, respectively. We compared the obtained perfor-
mance with the MWF proposed in [6] from two different experi-
ments. In both experiments, ten different speakers (five male and five
females) were randomly selected from the Libri speech Corpus [17]
and each speaker was mixed with wind noise samples characterised
by five different stream directions ✓w = [0, 30�, 45�, 60�, 90�], with
a defined input SNR level. The results were first averaged over the
stream directions for each speaker and then over all the speakers.

The number of microphone used in every processing scheme
was N = 4. The sampling frequency was 16 kHz, the frame length
was 32 ms with 75% of overlap between consecutive frames and the
smoothing parameter in (11), (23) and (24) was set to ↵ = 0.6. The
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Fig. 1: PESQ and fwSNR improvements from for three processing
scheme against increasing microphone distance (iSNR = 0 dB).

estimated a-priori signal-to-noise ratio b�(l, k) in (8) was computed
using the decision-directed approach, as explained in [12], with an
averaging factor � = 0.8. The parameter ⇢ in (22) was set to 4.

5.1. Microphone distance dependency

We simulated wind noise using the method presented in [10] with an
increasing inter-microphone distance d, air stream velocity Uc = 1.8
m/s and five different directions ✓w. In the range 2-40 mm the spa-
tial coherence can be modelled by (3), while above approximately
40 mm we can assume spatially uncorrelated wind noise contribu-
tions. We convolved the speech signal with the direct path impulse
responses and we mixed the signals with the generated wind noise
to obtain a 0 dB input SNR. The speech was kept in the broad-side
position (✓s = 90�).

We compared the performance of three processing scheme,
namely a) MVDR beamforming, b) MWF, and c) PMWF, i.e., our
proposed method. The estimation phase was performed assuming
the spatial coherence matrix as in (5) for every processing scheme.
However, as described in Section 3, the speech and wind noise PSDs
estimates given by (14) and (15) are equal to the estimates given by
the method in [6] for sufficiently large microphone distances, i.e.,
above 40 mm the MWF approach is equal to the baseline [6] and
the obtained performance improvements of the proposed PMWF are
due to the trade-off parameter in (22) and not due to a more accurate
PSD estimates.

In Fig. 1, the results from the described experiment are shown:
the dashed green line depicts the performance of the proposed
method which clearly outperforms the MVDR and the MWF for ev-
ery microphone distance. In particular, analyzing the range 40 mm-2
m, the obtained improvements show that the proposed approach can
be also used to reduce spatially uncorrelated wind noise.

5.2. SNR and model dependencies

We fixed the inter-microphone distance at d = 4 mm and mixed
the convolved speech signals with wind noise samples at -10, 0, 10
dB. The parameters of the simulated wind noise were the same of

Table 1: PESQ and fwSNR improvements for the three processing
scheme, two coherence matrix assumptions and three iSNR levels.
Corcos = (5), I = identity matrix. Dark grey = proposed approach,
light grey = baseline [6].

-10 dB 0 dB 10 dB
Algorithm\Coh. Matrix Corcos I Corcos I Corcos I

�
PE

SQ MVDR 0.47 0.45 0.41 0.39 0.38 0.36
MWF 0.78 0.62 0.76 0.59 0.75 0.56

PMWF 1.04 0.83 1.02 0.78 0.93 0.74

�
fw

SN
R MVDR 4.16 2.01 7.59 3.01 6.24 2.67

MWF 12.18 5.17 12.34 6.47 8.84 5.68
PMWF 15.27 8.34 16.23 9.92 11.10 8.69

the previous experiment. In addition, we included measured wind
noise from the experiments described in [10], whose reduction was
informed with the best fitting parameter of the Corcos model on the
measured spatial coherence. The speech was kept in the end-fire
position (✓s = 0�). For each scheme, we computed the performance
using two different spatial coherence matrices: the one defined in
(5) and the identity matrix (uncorrelated wind noise). Our proposed
method consists of the PMWF where the spatial coherence matrix is
given by the Corcos model, while the baseline method [6] consists of
the MWF where the spatial coherence is given by an identity matrix.

In Table 1, the results from the second experiment are shown: in
the case of closely-spaced microphones, the proposed method given
by the combination of the PMWF and the Corcos model-coherence
matrix presents the highest PESQ and fwSNR improvements for ev-
ery level of the iSNR. Moreover, the PMWF with the trade-off pa-
rameter (22) outperforms the baseline method [6] also when spatially
uncorrelated wind noise is assumed.

Although not shown here due to space constraints, it is inter-
esting to note that the best performance was obtained for female
speakers. This could be explained by the fact that female speak-
ers commonly have a higher pitch than male speakers, and therefore
the speech and wind noise are better separated in the STFT domain.

Audio examples and spectrograms can be found at
https://www.audiolabs-erlangen.de/resources/2018-ICASSP-WNR.

6. CONCLUSION

We presented a novel multi-channel approach aiming towards the
reduction of wind noise in speech recorded with closely-spaced mi-
crophones. The noise reduction was performed using a PMWF. In
contrast to the established assumption of spatially uncorrelated wind
noise contributions, we exploited the spatial properties of wind noise
approximated by a fluid dynamics model, namely the Corcos model.
In particular, the Corcos model was used to jointly estimate the
speech and wind noise PSDs, exploiting a recently developed closed-
form solution. We then introduced an approach to control the trade-
off between speech distortion and noise reduction. The experimen-
tal results showed that the proposed method outperforms a baseline
method in terms of PESQ and signal-to-noise ratio improvements
in different setups and under different assumptions. Moreover, we
showed the robustness of the proposed approach for increasing mi-
crophone distance and hence spatially uncorrelated wind noise con-
tributions.
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