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ABSTRACT
The aim of spatial active noise control (ANC) is to attenuate noise
over a certain space. Although a large-scale system is required to
achieve spatial ANC, mode-domain signal processing makes it pos-
sible to reduce the computational cost and improve the performance.
A higher-order source (HOS) has an advantage in sound field con-
trol due to its controllable directivity patterns. An array of HOS
can suppress an undesired exterior sound propagation while occu-
pying a smaller physical space than a conventional omnidirectional
loudspeaker array. In this paper, we propose two types of adaptive
algorithm for spatial ANC using HOSs, which provide a trade-off
between efficiency and error robustness against loudspeaker place-
ments. Numerical simulations in a reverberant environment show the
efficacy of the proposed algorithms compared with the conventional
multipoint adaptive spatial ANC algorithm.

Index Terms— Active noise control, adaptive algorithm, mode-
domain signal processing, higher-order sources, filtered-X LMS

1. INTRODUCTION

Active noise control (ANC), or noise cancellation, aims to attenuate
primary (unwanted) noise by generating anti-noise from secondary
sources. There are a number of applications of ANC, such as noise-
cancelling headphones [1], ANC systems in automobiles [2], and
ANC systems in ducts [3]. Since acoustic noise is usually unknown
and varies with time, ANC systems employ an adaptive structure to
cope with these variations. Most common adaptive methods employ
the least-mean-squares (LMS) algorithm and its variants [4–6].

Spatial ANC, which aims to attenuate noise over a certain space,
is a major research interest. Since not only one spatial point but a
space has to be controlled, a number of transducers are required.
A straightforward way to achieve spatial ANC is to extend the
single-channel filtered-X LMS (FxLMS) algorithm to a multichan-
nel setup [7]; however, this method has two drawbacks. First, only
the sum of the squared pressures at microphone locations is consid-
ered to be reduced; there is no guarantee that the total amount of
noise over the space is also reduced. Second, the computational cost
of the multichannel ANC system rapidly increases with the number
of transducers.

To overcome these problems, several methods based on mode-
domain signal processing were proposed, by which the sound field
is decomposed into orthogonal basis functions, e.g., the fundamen-
tal solutions of the Helmholtz wave equation [8]. The computa-
tional cost can be significantly reduced because mode-domain con-
versions reduce the cross-correlations between transducers and the
filter update can be computed in a mode-independent manner [9–12].
Moreover, noise attenuation over the entire space of interest can be
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achieved by controlling the mode-domain coefficients over a region
rather than the pressures at multiple locations [9–13].

Despite the advantages of the mode-domain approach, there are
still some difficulties in implementing a large-scale system. One
of the major problems is that loudspeakers occupy more space than
microphones because a large volume is required for enclosures to
produce a sufficiently strong l ow-frequency signal. The acoustic
feedback from loudspeakers to the reference microphones is also a
problem that deteriorates the robustness of the system.

Higher-order sources (HOSs), a.k.a. higher-order loudspeakers,
have been applied to spatial audio use-cases [14–20] and sound at-
tenuation outside the loudspeaker array has been reported. An ar-
ray of few condensed HOS can achieve the same performance as
the large-scale conventional loudspeaker array. Additionally, the
controllable directivity patterns of HOS can suppress the undesired
acoustic feedback sound propagation from the secondary sources to
the reference microphones.

In this paper, we propose two types of mode-domain adaptive
algorithms exploiting HOSs, which provide a trade-off between ef-
ficiency and error robustness to loudspeaker placements. Both pro-
posed algorithms minimize the LMS between the mode-domain sig-
nals, and thus can reduce the computational cost significantly com-
pared with the method in [21]. Numerical simulations in a reverber-
ant environment show the efficacy of the proposed algorithms, and
the algorithms were compared.

2. PROBLEM FORMULATION

In this paper, we consider a two-dimensional (2D) sound field
for simplicity. The proposed method can be extended to a three-
dimensional (3D) case with some modifications.

2.1. Array configuration

Figure 1 shows the array configuration assumed in this paper. There
are three concentric equiangular arrays: an error microphone array,
an HOS array, and a reference microphone array. The numbers of
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transducers in the reference array, HOS array, and error array, and
their indices are denoted as Nr , Nl, Ne, ir , il, and ie, respectively.
The radii of the arrays are denoted as rr , rl, and re. The angles of
the transducers are denoted as φir , φil , and φie . Our objective here
is to attenuate noise in the area surrounded by the error microphone
array (hereafter, called the target area).

2.2. Harmonic representation of sound field
Assuming that the target area is circular with the center at the origin
and a radius of rtarget, the sound field in this area is represented
using the harmonic representation as [22]

p(k, r) =

Mg∑
mg=−Mg

Jmg (kr)γmg (k)e
−jmgφ, (1)

where r = (r, φ) is an arbitrary point in polar coordinates. k =
2πf/c is the wave number, where f and c denote the time frequency
and velocity of sound, respectively. Jm(·) denotes the Bessel func-
tion of order m. We name the order of the sound field representation
as the global order and denote its index as mg to distinguish it from
the order of the HOS, which is defined later. The global mode co-
efficients are denoted as γmg (k) for the same reason. Hereafter, k
is sometimes omitted for notational simplicity. Although the above
summation should be summed up to infinite order, a maximum trun-
cation order of the global mode coefficients is set in practice with
some criteria, such as Mg = dkrtargete [23] or dkrtargete+ 1 [24],
where d·e denotes the ceiling function.

The global mode coefficients of the sound field are calcu-
lated using the signals received by the microphone array. When
the signals of the error microphone array e = [e1, · · · , eNe ]

T ∈
CNe×1 are measured ((·)T denotes the transpose operator of a
vector), they are transformed into the global mode coefficients
ε = [ε−Mg , · · · , εMg ]

T ∈ C(2Mg+1)×1 as [25]

εmg =
1

NeJmg (kre)

∑
ie

eiee
jmgφie , (2)

where ie = 1, · · · , Ne. Similarly, the global mode coefficients
β ∈ C(2Mg+1)×1 are calculated from the reference microphone sig-
nals b ∈ CNr×1. In matrix form, the global mode coefficients are
represented as ε = Tee and β = Trb, where Te and Tr are the
transformation matrices.

2.3. Higher-order sources
In many sound field control techniques (e.g., sound field reproduc-
tion [26] and spatial ANC [9] techniques), the directivity pattern of
sources is assumed to be omnidirectional. In [27], fixed-directivity
sources were employed to reduce an undesirable reverberant field.
Sound field control methods using the HOS array [14–20], which
has a controllable directivity pattern, make it possible to achieve a
more accurate reproduction of the desired sound field and suppres-
sion of the unwanted exterior sound field.

An ideal 2D higher-order source placed at ril = (ril , φil) in
polar coordinate produces the sound field [14]

pil(ro) =

Ml∑
ml=−Ml

H(2)
ml

(kail,o)e
−jmlθil,o , (3)

where θil,o is the angle from the field point ro = (ro, φo) to the
source vector ril and ail,o = ‖ail,o‖2 = ‖ro − ril‖2 (see Fig. 2).
ml is the order index of the HOS and is referred to as the local order

in this paper. Ml is the maximum local order achievable from a par-
ticular loudspeaker configuration. Note that in practical implementa-
tion, the achievable maximum local order of the source depends on
the time frequency and the configuration of the loudspeakers [15].
H

(2)
m (·) is the mth-order Hankel function of the second kind.

When HOSs are located at r1, · · · rNl , the global mode coef-
ficients of the sound field produced by them are derived using the
cylindrical addition theorem [28] as

p(ro) =
∑
il,ml

yml,ilH
(2)
ml

(kail,o)e
−jmlθil,o

=
∑

il,ml,mg

yml,ilH
(2)
mg+ml

(krl)Jmg (kro)e
−jmg(φo−φil

), (4)

where yml,il is the mth
l -order complex amplitude of the ithl HOS,

which is referred to as a local mode coefficient. From (1) and (4),
we obtain the relationship between the global mode coefficients and
the local mode coefficients as

γ = g[· · · ,HmlF
H , · · · ]


...
yml

...

 = gHy, (5)

withHml = diag

(
H

(2)
−Mg+ml

(krl)

H
(2)
−Mg

(krl)
, · · · ,

H
(2)
Mg+ml

(krl)

H
(2)
Mg

(krl)

)
,

g = diag
(
H

(2)
−Mg

(krl), · · · , H(2)
Mg

(krl)
)
,

F ∈ CNl×(2Mg+1), (F )il,mg
= e−jmgφil ,

ml = −Ml, · · · ,Ml, (6)

where (·)H is the Hermitian transpose operator and (·)n,m repre-
sents the (n,m)th element of a matrix.
yml = [yml,1, · · · , yml,Nl ]

T ∈ CNl×1 is the HOS signals
of a particular local mode. We define the concatenated ma-
trix H ∈ C(2Mg+1)×(2Ml+1)Nl and the concatenated vector
y ∈ C(2Ml+1)Nl×1 as (5).

3. PROPOSED ALGORITHMS IN MODE DOMAIN

In this section, we propose two types of adaptive ANC algorithm
and compare them in Sec. 3.3. Both algorithms are based on the
FxLMS algorithm [4]. To apply the FxLMS algorithm, an estimate
of the secondary path, which is the transfer function between the
secondary sources and the error sensors, is needed [4, 10]. In this
case, it is an acoustical transfer function (ATF) from each local mode
of the HOS to the error microphone array. We denote the actual ATF
asG ∈ CNe×(2Ml+1)Nl and its estimate as Ĝ.

3.1. Local mode-domain adaptive algorithm
In this algorithm, the output signals of an HOS array are obtained di-
rectly as y = Wlβ by linear filtering of the reference global mode
coefficients β, where Wl ∈ C(2Ml+1)Nl×(2Mg+1) is the filter co-
efficient matrix. By denoting the global mode coefficients of the
primary noise field as γ = [γ−Mg , · · · , γMg ], those of the residual
noise field ε are represented as

ε = γ + TeGWlβ. (7)

The proposed adaptive algorithm minimizes the instantaneous
squared error of the global mode coefficients as in [9], which is

Jg (ε(n)) = ε
H(n)ε(n), (8)
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where n represents the iteration index. Since the partial derivative
of Jg with respect to Wl ( · denotes the complex conjugate) is
∂Jg/∂Wl= (TeGl)

Hε(n)βH(n) [29, 30], we have the following
update equation for the filter coefficients:

Wl(n+ 1) =Wl(n)− µĜl
H
ε(n)βH(n), (9)

where µ is the step size of the adaptation, Gl=TeG, and Ĝl is an
estimate ofGl. A block diagram of this algorithm is shown in Fig. 3.
As the output signals of the filter in this algorithm are the local mode
coefficients, we denote the algorithm as LM in this paper.

3.2. Global mode-domain adaptive algorithm

In this algorithm, a filtering process and a filter update process
are independently conducted in the global mode as in [9] to re-
duce the computational cost. Therefore, the filter output is the
global mode coefficients and the filter coefficient matrix Wg ∈
C(2Mg+1)×(2Mg+1) is the diagonal matrix. The signals of the HOS
array are obtained as y = H†Wgβ by applying the pseudoinverse
ofH in (6) to the filter outputWgβ, where (·)† represents the pseu-
doinverse of a matrix. As in Sec. 3.1, the global mode coefficients
of the residual noise field are represented as

ε = γ + TeGH
†Wgβ. (10)

This algorithm also minimizes Jg in (8), and the partial deriva-
tive with respect to Wg is derived similarly and is ∂Jg/∂Wg =
(TeGH

†)Hε(n)βH(n). We here define an estimate of the sec-
ondary path in the mode domain as follows:

Ĝg = diag
(
(TeĜH

†)−Mg,−Mg , · · · , (TeĜH
†)Mg,Mg

)
. (11)

Note that TeGH† is equivalent to g in (6) when the sound field is
assumed to be a free field and the HOSs have the ideal characteristics
described in (3). When there are only 0th-order sources, TeGH† is
approximated as a diagonal matrix even in a reverberant environ-
ment [9]. In Sec. 4, we show that it can also be approximated as a
diagonal matrix when using the HOS array. We have the following
filter update equation for this algorithm using Ĝg:

Wg(n+ 1) =Wg(n)− µĜg
H
(
ε(n) ◦ β(n)

)
, (12)

where “◦” denotes the Hadamard product. The Hadamard product
for ε(n) with β(n) is calculated so that only the diagonal elements
ofWg are updated.

In accordance with the LM algorithm, since the filter outputs
are the global-mode coefficients, we denote this algorithm as GM.
A block diagram of this algorithm is shown in Fig. 4.

Table 1: Comparison of computational cost

Filtering Filter update
LM O((2Ml+1)Nl(2Mg+1)) O((2Ml+1)Nl(2Mg+1))
GM O((2Ml+1)Nl(2Mg+1)) O(2Mg+1)

MIMO O((2Ml+1)NlNr) O((2Ml+1)Nl(Nr+Ne))

3.3. Comparison between proposed algorithms

3.3.1. Computational cost

Table 1 shows the computational cost of LM, GM, and the multi-
point algorithm (MIMO) [7]. GM has a significantly lower compu-
tational cost for the filter update process than LM and MIMO. In
the filtering process of GM, there are no significant differences in
costs between LM and GM in this process. This is because the cost
of applying H† is O ((2Ml + 1)Nl(2Mg + 1)), although the cost
of applying the filterWg to the reference signals β is low.

3.3.2. HOS array configuration

Although in Sec. 2.1 a circular equiangular HOS array is assumed,
LM does not necessarily require this configuration. It is advanta-
geous in practical cases because the adaptation compensates for the
degradation in the performance due to the positional deviation of el-
ements in the array. GM is sensitive to the deviation because rl is
assumed to be a constant value in (6) and TeĜH† can no longer be
approximated by a diagonal matrix when there is deviation.

4. SIMULATIONS

We conducted numerical simulations of spatial ANC to compare the
proposed algorithms (GM, LM) with the conventional multipoint al-
gorithm (MIMO) [7], which has the FxLMS structure and calculates
the error in the spatial domain as J(e) = eHe. A 2D sound field
was assumed, and three circular equiangular transducer arrays were
located as shown in Fig. 1. When we assume a circular array in a
3D sound field, which can be implemented more practically, the sec-
ondary source type mismatch [31] should be considered. The radii
of the reference, the HOS, and the error arrays were 1.60, 1.35, and
1.10 m and the numbers of array elements were 48, 12, and 48, re-
spectively. The radius of the target area rtarget was set to 1.00 m.
A reverberant room environment was simulated using the general-
ized image-source method [32]. The image order was set to 3. The
room size was 6 m × 8 m and all the reflection coefficients of the
walls were set to 0.6. The room had the reverberation time RT60 of
230 ms.

A single omnidirectional noise source was located at (2.0,
2.4) m. The noise source signal was a single-frequency sinusoidal
wave whose frequency was in the range of 100–800 Hz. Its complex
amplitude was generated from a complex Gaussian distribution.
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Fig. 5: (a) Primary noise field in reverberant environment. (b) Secondary path of GM (TeGH† ). (c)(d) Noise level in dB after 500 iterations
when applying (c) LM and (d) MIMO.

The maximum local order of the HOS was set to 0, 1, and 2 when
the noise frequency was in the ranges of 100–200, 200–500, and
500–800 Hz, respectively. When applying each algorithm, the fil-
ter update equation was modified by its normalized version [4],
in which the update term was divided by the power of the filtered
reference signals. The step size was set to 0.1.

Fig. 5a shows the real part of the primary noise field in the sim-
ulated reverberant environment. The marks “ ∗ ”, “ ◦ ”, “ + ”, and
“�” represent the reference microphones, the HOSs, the error mi-
crophones, and the noise source, respectively. The frequency of the
noise signal was 500 Hz. The maximum global order was set to 10
because dkrtargete = 10 [23]. Measurement noise was added to
the signals of the reference and error microphone array so that the
source-to-noise ratio (SNR) was 40 dB. The magnitude of the sec-
ondary path of GM in this setup, which is defined as TeGH†, is
shown in Fig. 5b. We observed that the matrix has dominant diago-
nal components, which can be diagonalized to g in (6).

Figs. 5c and 5d show noise levels in dB after 500 iterations
when applying LM and MIMO, respectively. The noise level at
a field point r was calculated as 10 log10(|pres(r)|2/|ppri(r)|2),
where pres(·) and ppri(·) represent the sound pressures of the resid-
ual and primary noise fields, respectively. The noise levels in the
target area when applying GM, LM, and MIMO were –22.54,
–26.95, and –14.16 dB, respectively. They were calculated as
10 log10(

∑
i |pres(ri)|

2/
∑
i |ppri(ri)|

2), where ri represents a
grid point in the target area. The interval of the grid points was set to
0.05 m. Although MIMO reduced the noise level at only the control
points, LM and GM attenuated the noise over the entire target area.

Fig. 6 shows the relationship between the number of iterations
and the averaged noise level of the error microphone signals e (Spa-
tial), the residual global mode coefficients ε (Modal), and the resid-
ual noise in the target area (Target). The simulation setup was the
same as that in the previous paragraph. GM and LM achieved rapid
convergence because they adopt mode-domain signal processing.

Fig. 7 shows the relationship between the frequency of the noise
source and the amount of noise reduction when there was a deviation
in the positions of the elements in the HOS array. The SNR of the
measurement noise was 40 dB. The number of iterations was 500.
“15 cm” represents the maximum positional deviation of the array
elements. The lengths of the deviations were randomly drawn from
the uniform distribution. “0 cm” means that there was no deviation.
When deviation occured, the performance of GM significantly dete-
riorated above 500 Hz because GM assumes a circular equiangular
transducer array. In contrast, LM had robustness against the devia-
tion and a high performance, especially above 500 Hz.
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5. CONCLUSION

To overcome the practical issues arising from large-scale spatial
ANC, such as a high computational cost and the space occupied by
loudspeakers, we devised two different mode-domain adaptive al-
gorithms using HOSs, which provide a trade-off between efficiency
and error robustness against loudspeaker placements. Numerical
simulations in a reverberant environment showed that the proposed
algorithms controlled the entire target area and had a high conver-
gence speed compared with the conventional multipoint algorithm.
The experiment also revealed that GM requires a lower computa-
tional cost than LM, whereas LM is more robust against positional
deviation.
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