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ABSTRACT

Active Noise Cancellation (ANC) is a well researched topic for min-
imizing unwanted acoustic noise, and spatial ANC is a recently in-
troduced concept that focuses on continuous spatial regions. Adap-
tive filter designing for spatial ANC is often based on frequency-
domain spherical harmonic decomposition method, which has a ma-
jor limitation due to the increased system latency. In this paper, we
develop a time-domain spherical harmonic based signal decompo-
sition method and use it to develop two time-space domain feed-
forward adaptive filters for spatial ANC. Through simulations we
show that the proposed methods can achieve higher noise reduction
performance over the control region with microphones located on
the surface of the region compared to the conventional time-domain
adaptive filter.

Index Terms— Active noise control, Adaptive filter, Space do-
main signal processing, Spherical harmonic

1. INTRODUCTION

Active noise cancellation (ANC) aims to cancel unwanted noise by
producing a secondary sound field [1]. ANC over space is often
achieved by multi-channel system with multiple microphones and
loudspeakers [2], [3]. Applications of this technique include noise
cancellation in cars [4], [5] and in other enclosures [6]. As noises
are often time-varying, ANC systems are made to be adaptive both
in time-domain [7], [8] and frequency-domain [9], [10].

Conventional multi-channel ANC requires to place the error
microphones uniformly distributed inside the control region [11],
which is one of the main drawbacks. Space domain signal pro-
cessing, using harmonics (cylindrical/spherical) based sound field
processing, is recently applied in ANC [12], [13] to increase the
performance with microphones on the surface of control region. As
space domain solution of wave equation is mainly developed in the
frequency-domain [14], most of space domain adaptive filter designs
are also done in the frequency-domain [11], [12], [15]. Given ANC
systems are very sensitive to time latency [16], significant delays
from time-frequency transform thus becomes a problem.

Barkefors and Berthilsson [8] has proposed a time-domain
multi-channel spatial ANC system, but it requires the error micro-
phones to be distributed uniformly inside the control region, which
limits its usage scenario. Work by Zhang et al [11] achieves noise
control over a region with error microphones placed on the bound-
ary of the control region. However, this algorithm is designed for
a 2D region in frequency-domain. Chen et al [17] achieves noise
control for a 3D region in a car. Their approach is also based on
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frequency-domain signals, where latency problem introduced by
time-frequency transform is still an issue.

In this paper, we first derive a new spherical harmonic based sig-
nal decomposition method in time-space domain. Then based on this
decomposition method, we propose two new feed-forward adaptive
filter designing methods using filtered-x LMS algorithm [16]. These
new methods not only have the advantage of space domain signal
processing, but also avoid the latency caused by time-frequency do-
main transform. We compare noise reduction performance of time-
domain conventional multi-channel method [16] and our proposed
two methods by simulation, finding the proposed methods achieve a
higher noise reduction over the control region.

2. SYSTEM MODEL

Consider the desired control region as a spherical region of radius
r without any sound sources inside. To measure the residual sound
field and to generate secondary sound field, an array of Q omni-
directional microphones and an array of L loudspeakers are uni-
formly placed on the surface of this control region and on a sphere
with radius R (R > r), respectively. The aim of this system is to
minimize the residual sound field inside the control region by gener-
ating a secondary sound field to cancel the primary noise field.

r

R

Noise source

Loudspeaker array

Microphone array

Fig. 1. ANC system setup with a spatial control region (shaded area)
consisting a microphone array of radius r and a loudspeaker array of
radius R.

Inside the control region, the residual sound pressure at an arbi-
trary observation point x = (rx, φx, θx) is influenced by both the
noise sources and the loudspeakers. Let N (t) be the noise mea-
sured by a reference microphone near the noise source at point yn,
d`(t) be the driving signal of the `th loudspeaker placed at point yl,
g(x|yn, t) be the propagation function between points x and yn.
Then, the noise sound field present at x can be given by

p(x, t) = N (t) ∗ g(x|yn, t), (1)
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where ∗ denotes convolution operation. Similarly, the secondary
sound field generated by the loudspeakers at point x is

y(x, t) =

L∑
`=1

d`(t) ∗ g(x|y`, t). (2)

Therefore, the total or residual sound field e(x, t) as observed at
point x is

e(x, t) = p(x, t) + y(x, t). (3)

In a typical feed-forward adaptive system, the driving signal is ob-
tained by filtering the reference signal N (t) using a FIR adaptive
filter with an impulse response of w`(t), i.e.,

d`(t) = N (t) ∗ w`(t). (4)

More details on the process of developing this filter is discussed later
in Sec.4. Novelty of this paper lies in the introduction of a time-
space domain spherical harmonic decomposition of the wave-field,
which facilitates the design of the aforementioned filter characteris-
tics w`(t).

3. TIME-DOMAIN ANALYSIS OF SPHERICAL
HARMONIC DECOMPOSITION

Typically, spherical harmonic based signal decomposition is formu-
lated in the frequency-domain. In this section, we develop the cor-
responding time-domain decomposition method. Note that the time-
domain signal decomposition can be used not only for ANC systems,
but also other applications involving spatial sound.

Let h(x, t) be the sound pressure measured at a point x with re-
spect to an origin at time t, and let H(x, f) be the Fourier transform
of h(x, t), where f is the frequency in Hz. Note that H(x, f) is a
solution to the Helmholtz wave equation [14] and can be expressed
as

H(x, f) =

∞∑
ν=0

ν∑
µ=−ν

ζµν (f)jν(
2πfrx
c

)Y µν (θx, φx), (5)

where ζµν (k) is frequency-dependent spherical harmonic coeffi-
cients, jν(·) is the nth order spherical Bessel function of the first
kind, and Y µν (·) are the real valued spherical harmonic function of
order ν and degree µ [18]. For any rx < r, we can truncate the
infinite summation in (5) at V = dkre [19]. Due to the Fourier
transform relationship between h(x, t) and H(x, f), we can use (5)
to write

h(x, t) =

V∑
ν=0

ν∑
µ=−ν

ρµν (t) ∗ pν(t)Y µν (θx, φx), (6)

where ρµν (t) is the inverse Fourier transform of ζµν (f) and pν(t) is
the inverse Fourier transform of jν(2πfrx/c), which is given by
[20]

pν(t) =
iνc

2rx
Pν(

tc

rx
), (7)

where Pν(·) is the Legendre function of order ν. A similar trunca-
tion to (5) of order V can be obtained in (6) since ρµν (t) ∗ pν(t) and
ζµν (k)jν(2πfrx/c) are Fourier transform pairs.

By integrating (6) over the sphere of radius rx and using the
orthogonal property of Y µν (·), we derive:

ρµν (t) ∗ pν(t) =

∫ 2π

0

∫ π

0

h(x, t)Y µν (θx, φx) sin θxdθxdφx. (8)

Then, by convolving (8) with aν(t)1, where aν(t) ∗ pν(t) = δ(t),
we have

ρµν (t) = aν(t)∗
∫ 2π

0

∫ π

0

h(x, t)Y µν (θx, φx) sin θxdθxdφxnu (9)

We can approximate the integration in (9) with a finite summa-
tion to estimate ρµν (t) [21]. When sound field h(xq, t) is measured
for q = 1, · · · , Q with the error microphones, we can calculate
ρµν (t) by

ρµν (t) ≈ aν(t) ∗
Q∑
q=1

h(xq, t)Y
µ
ν (θq, φq)∆q, (10)

where ∆q is a correction factor for approximating an integral by a
summation.

4. TIME-SPACE DOMAIN ADAPTIVE ALGORITHMS

In this section, we develop two time-space domain feed-forward
adaptive methods based on the time-domain Fx-LMS algorithm [16].
We use discrete-time signals and discrete time-space domain coeffi-
cients in the following sections, thus the time variable t is replaced
by index n, where t = nT and T is the sampling period.

4.1. Formulation of time-space domain signal coefficients

In Sec.3, we introduced the spherical harmonic coefficients of the
time-space signal h(x, n) as ρµν (n). By applying this relationship to
(3), we have

γµν (n) = αµν (n) + βµν (n), (11)

where γµν (n), αµν (n) and βµν (n) are the spherical coefficients of
e(x, n), p(x, n) and y(x, n), respectively. By substituting for (2)
from (4), we have

βµν (n) =

L∑
`=1

N (n) ∗ Tµν,`(n) ∗ w`(n), (12)

where Tµν,`(n) is the spherical harmonic coefficient of g(x|y`, n).
Based on (11) and (12), we design two time-space domain feed-

forward adaptive filters in the following sections with the block di-
agram shown in Fig. 2. By deriving the adaptive update algorithm

Primary  
channel

Secondary 
channel 

Time-space 
transfer 

Adaptive updating
algorithm

 adaptive filter
Estimated secondary

channel with time-
space transfer

 (t) p( , t)xq e( , t)xq

 (t) ∗ T(t)

Q Q

(V+1)^2

(V+1)^2

d(t)

L Q

∑

γ(t)

y( , t)xq

Fig. 2. Block diagram of time-space domain adaptive algorithms.

of w`(n), we aim to minimize γµν (n), which represents the residual
sound field e(x, n) over the control region.

1Note that aν(t) can be constructed by taking the inverse Fourier trans-
form of 1/jν(2πfr/c) and using a suitable band stop filter to avoid Bessel
zeros.
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4.2. Minimizing Squared Residual Sound Field Coefficient Er-
ror over Region (MSE-R)

Let W = [w1,w2,w3, · · · ,wL], where w` is the vector of filter
taps for the `th loudspeaker, with order of Lw. To minimize the
residual sound field, we define the adaptive algorithm cost function
as

ξ(n) =

V∑
ν=0

ν∑
µ=−ν

‖γµν (n)‖2. (13)

Taking the derivative of ξ with respect to W (n), and by using (11)
and (12), we derive

∇ξ(n) =
∂ξ(n)

∂W (n)
=

V∑
ν=0

ν∑
µ=−ν

2γµν (n)[
∂γµν (n)

∂W (n)
]

= 2

V∑
ν=0

ν∑
µ=−ν

γµν (n)Sµν (n),

(14)

where Sµν (n) is a matrix of size of L × Lw with its `th column and
τ th row element at time-index n given by

sµν (`, τ) = N (n− τ) ∗ Tµν,`(n), (15)

where N (n − τ) is N (n) delayed by τ samples. For conventional
multi-channel adaptive filters, the update equation is typically given
by [16]

W (n+ 1) = W (n)− λ

2
∇ξ(n), (16)

where λ is the step size. Hence, for each secondary loudspeaker, the
τ th element of time-space domain update equation is

w`,τ (n+ 1) =w`,τ (n)− λ
V∑
ν=0

ν∑
µ=−ν

γµν (n)

× [N(n− τ)T ∗ Tµν,`(n)].

(17)

We implement our adaptive algorithm (17) by the following steps: a)
pre-estimate the impulse response of secondary channel g(xq|y`, n)
from each loudspeaker to each microphone, b) measure the error
signal e(xq, n) by error microphones, and reference signalN (n) by
the reference microphone, c) estimate γµν (n) and Tµν,`(n).

To obtain γµν (n) and Tµν,`(n) using (10), an inverse Fourier
transform based function aν(n) is involved, where its group delay
can lower performance and slow down convergence and its Bessel
zeros can influence stability, which are not desirable in the system.
Therefore, in the next section, we study an alternate cost function to
avoid these drawbacks.

4.3. Minimizing Squared Residual Sound Field Error on the Re-
gion Boundary (MSE-B)

Instead of minimizing the residual sound field over the whole control
region as in Sec. 4.2, here we only minimize the residual sound field
on the boundary. As there are no noise sources inside the region, this
method should still achieve an acceptable noise reduction within the
region.

We define the adaptive algorithm cost function as

ξ =

V∑
ν=0

ν∑
µ=−ν

‖ηµν (n)‖2, (18)

where

ηµν (n) = γµν (n) ∗ pν(n)

=

∫ 2π

0

∫ π

0

e(x, t)Y µν (θx, φx) sin θxdθxdφx

≈
Q∑
q=1

e(xq, n)Y µν (θq, φq)∆q.

(19)

By taking the derivative of ξ in (18) with respect to W (n) and using
(11) and (12), the gradient of this cost function can be derived as

∇ξ =
∂ξ

∂W (n)
=

V∑
ν=0

ν∑
µ=−ν

2ηµν (n)[
∂ηµν (n)

∂W (n)
]

= 2ηµν (n)[Sµν (n) ∗ pν(n)].

(20)

With (16) and (20), for each loudspeaker, the τ th element of the up-
date equation is

w`,τ (n+ 1) =w`,τ (n)− λ
V∑
ν=0

ν∑
µ=−ν

[γµν (n) ∗ pν(n)]

× {[N(n− τ)T ∗ Tµν,`(n)] ∗ pν(n)}

=w`,τ (n)− λ
V∑
ν=0

ν∑
µ=−ν

Q∑
q=1

e(xq, n)Y µν (θq, φq)

× [N(n− τ)T ∗
Q∑
q=1

G(xq|y`, n)Y µν (θq, φq)].

(21)
In this case, we avoid calculating aν(n) to obtain the update equa-
tion, hence avoid latency of inverse Fourier transform and Bessel
zeros problem.

5. SIMULATION RESULTS AND ANALYSIS

In this section, we compare the performances of the proposed meth-
ods (MSE-R, MSE-B) against the conventional multi-channel adap-
tive filtering method (MP) [22] in both free space and room environ-
ment.

We simulate a feed-forward ANC system consisting 9 error mi-
crophones and 9 loudspeakers uniformly spaced on two concentric
spheres of radius 0.16 m and 0.48 m [23], respectively. A single
noise source is located at (2, 90◦, 90◦), where a reference micro-
phone is placed nearby to obtain reference signals. We consider four
different noise signals in this simulation, each lasting 1 s.
Scenario 1: Multiple superimposing sine wave of frequency 100 Hz,
170 Hz, and 250 Hz;
Scenario 2: Single sine wave of frequency 210 Hz;
Scenario 3: filtered Gaussian distributed random signal with a 600
Hz cut-off low-pass filter;
Scenario 4: filtered real noise recorded in a computer room with a
600 Hz cut-off low-pass filter.

A signal-to-noise ratio (SNR) of 60 dB is added to the micro-
phone recordings for the first three scenarios. Sampling rate is 48
kHz, yet we down sampled at a rate of 10 to reduce computational
cost. In order to simulate the reverberant room environment, the
image-source method [24] is employed, where the room size is set
to be 4 m × 5 m × 3 m with reflection coefficients of 0.9, 0.7, 0.8,
0.6, 0.5 and 0.8 of 4 walls and floor and roof respectively.
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We define a metric for noise reduction at point x inside the con-
trol region as

ε(x) = 10log10

∑
n e(x, n)2∑
n p(x, n)2

, (22)

where the summation is over the last 480 samples of the signals.
We first plot the performance of scenario 1 on the x-y plane with

red and blue circles indicating the sphere where the error micro-
phones and the loudspeakers are located, respectively.
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Fig. 3. Noise reduction performance in free field with a) MP, c)
MSE-R, e) MSE-B, and in a reverberant room with b) MP, d) MSE-
R, f) MSE-B.

As shown in Fig.3, all methods can achieve some level of noise
reduction in both free-space and room environment. However, its
clearly observed that the noise reduction within the entire control
region is better with the proposed methods while MSE-B method
achieves the highest performance. With MSE-B method, We can see
that almost every test point inside the control region is dark, which
refers to around 20 dB noise reduction.

Performance of these methods over the whole region are theo-
retically evaluated by averaging ε(x) over the whole control region
with 2103 uniformly placed points.

Table 1. Average performance over the whole region in free-space.

MP MSE-R MSE-B
Single sine wave 5.55 18.76 21.27
Multi sine wave 6.52 14.06 20.92
Random noise 16.11 16.85 21.85
Real noise 9.00 10.03 13.50

Table 1 shows the results of average performance over the whole
region for four scenarios and three different methods in free space.
From Table 1, we note that the proposed two methods achieve higher
performance than MP method. MSE-B method achieves the highest
noise reduction with all scenarios. For stationary signals, MSE-R
method performs significantly better than MP method.

Table 2 shows the results of average performance over the whole
region for the four scenarios mentioned earlier and three different
methods in room environment. We find the same trends as in free-

Table 2. Average performance over the whole region in room.

MP MSE-R MSE-B
Single sine wave 8.60 20.09 23.67
Multi sine wave 8.85 13.43 17.51
Random noise 5.56 10.83 9.56
Real noise 4.40 5.72 4.41

space with sinusoidal noises, that MSE-B method achieves the high-
est performance. When the noise signals are non-stationary, MSE-R
method achieves the highest performance, which is different from
what we found in free space.

Theoretically, MSE-R method should achieve the highest per-
formance since it minimizes the coefficients over the whole control
region. However, we note the different results in free space and for
stationary signals in room from the simulation. This phenomenon
is due to the group delay as described in Sec.4.2. In free space, the
system delay is mainly caused by filtering methods, hence we obtain
an obvious difference on performance between MSE-R method and
MSE-B method. Using an advanced windowing method can help to
decrease the delay [25].

However in the room environment, as the reverberation from
walls makes the impulse responses between loudspeakers and mi-
crophones longer, the latency of the whole system becomes much
more longer than in free-space. Non-stationary noises have time-
varying frequency responses, hence are more sensitive with the de-
lays. We can observe in the room environment, performance of non-
stationary signals with all three methods are smaller than stationary
signals. With those non-stationary noises, as the delays caused by
filtering methods are much more shorter than channel delays in the
room, MSE-R achieves the best performance with its strong control
over the whole control region.

6. CONCLUSION

In this paper, we first derive a spherical harmonic based time-space
domain signal decomposition method, providing a novel tool for spa-
tial sound field analysis without transforming signals to frequency-
domain. Based on that, we proposed two time-space domain meth-
ods for feed-forward adaptive filtering to achieve noise reduction
over a spherical region. We compared the noise reduction perfor-
mance of these proposed methods against conventional time-domain
multi-channel ANC system in both free-space and reverberant room
environments, finding that the proposed two methods perform better
with both narrow-band noise and wide-band noise signals. In sim-
ple environment like free-space, MSE-B method achieved the best
performance because of its short filtering latency. In reverberant
rooms with long and complex channels between microphones and
loudspeakers, MSE-R method achieved the best performance with
non-stationary noises since it minimizes the coefficients of residual
signals over the whole control region.
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