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ABSTRACT

Polynomial beamforming has previously been proposed for

addressing the non-trivial problem of integrating acoustic

echo cancellation with adaptive microphone beamforming.

This paper demonstrates a design example for a circular ar-

ray where traditional polynomial beamforming approaches

exhibit severe (over 10 dB) directivity index (DI) oscilla-

tions at the edges of the design interval, leading to severe

DI degradation for certain look directions. A solution, based

on trigonometric interpolation, is proposed that stabilizes the

oscillations significantly, resulting in a DI that deviates only

about 1 dB from that of a fixed beamformer over all look

directions.

Index Terms— Polynomial beamforming, trigonometric

interpolation, circular microphone array, acoustic echo can-

cellation

1. INTRODUCTION

Systems for hands-free speech communication typically com-

prise multiple signal processing components, such as acoustic

echo cancellation (AEC), microphone beamforming, non-

linear processing, noise reduction, comfort noise, etc. [1, 2]

that have to function together in order to ensure excellent

audio quality. Combining AEC and adaptive microphone

beamforming traditionally means either beamforming first,

followed by echo cancellation, or echo cancellation first fol-

lowed by beamforming [3]. Both approaches have pros and

cons; beamforming first (followed by one AEC operating

on the beamformed signal) is advantageous from a com-

putational complexity perspective, but requires the AEC to

re-adapt whenever the beamformer changes focus. AEC-

first does on the other hand mean that the AEC operates

independently of the beamformer (i.e., no need to re-adapt

the AEC when the beamformer changes look-direction), but

also requires high computational load (one AEC per mi-

crophone), and possibly mitigated beamformer performance

during double-talk and/or echo-path change if the different

AEC filters are not equally converged, as uncorrelated mis-

match between sensors are amplified by the white noise gain

(WNG) [4]. (A method to reduce the computational com-

plexity of multi-microphone AECs based on relative transfer

functions has recently been presented [5], but has the impli-

cation of requiring small inter-microphone distance.)

A way of solving the beamforming-/AEC-first problem

was introduced by Hamalainen & Myllyla [6], by integrating

AEC with polynomial beamforming [7], which essentially

splits up the beamforming into two parts; a fixed filter-

and-sum part, followed by a polynomial postfilter. As the

beamsteering is performed by the polynomial postfilter, an

AEC can be placed after the filter-and-sum-part, but be-

fore the postfilter, and will not be affected by a changed

look-direction. This method has been extended by Mabande

et al. [8, 9] by re-formulating the beamforming filter design

as a constrained convex optimization problem, based on an

approach originally presented in [10]. The method has also

been extended to 2-D [11]. One of the main advantages of

the design approach in [10] is that the WNG, which essen-

tially is a measure of beamformer robustness, is added as a

design parameter through a quadratic constraint in the op-

timization. Since the WNG is such an important parameter

in practical microphone array design, this is an advantage

over other similar design methods such as e.g., differential

microphone arrays [12], where the WNG must be controlled

indirectly by other parameters such as model order and array

size. Also, a general advantage is that the approach requires

less computational complexity compared to data-dependent

beamformers such as e.g., the MVDR beamformer, which

typically involves a matrix inverse or eigenvalue decomposi-

tion [13] (of the estimated noise pseudo-coherence matrix),

as well as not having to rely on estimated signal statistics.

However, one well known issue with polynomial interpo-

lation in general (not directly tied to beamforming) is Runge’s

phenomenon; a problem of oscillation at the edges of an in-

terval that occurs for polynomials of high degree over a set

of equispaced interpolation points. In this paper, it is shown

that the phenomenon is also present in polynomial beamform-

ing, and that it can severely degrade the performance. A way

of handling this in some sense for symmetrical arrays is pre-

sented in [9], where array symmetry is used to allow reduction

of the interpolation range, while mirroring the beamforming

filters around some symmetry plane. (This technique of mir-

roring filters has been used for other beamformer designs as

well [14].) Unfortunately, mirroring the beamforming filters

does not mean fewer number of signals for the AECs to pro-
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cess. (See section 2.1 in this paper for a more in-depth dis-

cussion on this.)

This paper introduces the concept of trigonometric inter-

polation as a solution to the previously described problems

of polynomial beamforming. It is demonstrated that in a de-

sign example where the interpolation based beamforming ap-

proach in [8] exhibits multiple issues and strong directivity

index (DI) oscillations, the proposed trigonometric interpola-

tion performs much better in terms of stable DI over all look

directions.

2. TRIGONOMETRIC INTERPOLATION

BEAMFORMING

Consider an array of M microphones with a planar wave ar-

riving from an angle φ. The output of a P -th order trigono-

metric interpolation beamformer, for frequency ω in look-

direction θ, can be expressed as

Bθ(ω, φ) =

P
∑

p=0

tp(θ)

M
∑

m=1

Wm,p(ω)gm(ω, φ), (1)

where tp(θ) is a trigonometric basis function according to

tp(θ) =











1, for p = 0

cos(⌈p

2⌉θ), for odd values of p > 0

sin(⌈p

2⌉θ), for even values of p > 0,

(2)

where ⌈·⌉ denotes the ceiling, Wm,p(ω) denotes the fixed

beamforming coefficients, and gm(ω, φ) is the m-th sensor

response to the incoming planar wave.

It should be noted that the beamformer formulated in (1)

bears much resemblance to the polynomial beamforming

described in e.g., [8], with the difference being the basis

functions. Considering a circular array with equidistant mi-

crophones, the geometric symmetry and periodicity suggests

that the choice of a trigonometric basis is suitable. More-

over, regardless of array geometry, steering angle period-

icity is captured by the trigonometric basis functions since

tp(θ) = tp(θ + 2πn) ∀n ∈ Z.

Formulating (1) as a convex optimization problem can be

done in the same way as for the polynomial beamformer [8].

This analysis is very briefly described below for the sake of

completeness. (The interested reader is referred to [8] for de-

tails.)

The goal is to jointly optimize, in a least square sense, the

beamformer responses for I different look-directions θi, i =
1, . . . , I . In contrast to polynomial beamforming [8, 10, 11],

where an interpolation factor between −1 and 1 (representing

some angular range) is used to freely steer the beam in any

direction, here the angle θ is used for interpolation “as-is”.

Hence, the fundamental idea is that even though the beam-

former is optimized for a fixed set of look directions θi, the

beam will be steerable in all directions.

Numerical optimization is used, meaning that both the

frequency range, and the angular range are discretized into

q = 1, . . . , Q frequencies and k = 1, · · · ,K angles, respec-

tively. The optimization problem for frequency ωq can then

be written as [8]

argmin
wf(ωq)

I
∑

i=1

||G(ωq)Piwf(ωq)− bdes,i||
2
2, (3)

subject to the constraints on the distortionless response and

WNG according to

α
T

i (ωq)Piwf(ωq) = 1,
|αT

i (ωq)Piwf(ωq)|
2

||Piwf(ωq)||22
≥ γ (4)

∀i = 1, . . . , I . In (3) and (4), the PM length vector wf(ωq)
contains all fixed beamforming filter coefficients Wm,p, the

K ×M matrix [G(ωq)]km = gm(ωq, φk) contains the sensor

responses over the K angles and across the M sensors, the

M×M(P+1) matrix Pi = IM⊗[t0(θi), t1(θi), · · · , tP (θi)]
consists of the trigonometric basis function factors, the

K length vector bdes,i consists of the desired responses

for the different angles, while the M length vector αi =
[g1(ωq, φdes,i), g2(ωq, φdes,i), · · · , gM (ωq, φdes,i)] holds the

sensor responses for the i-th look-direction. The Matrix

IM is an M × M identity matrix, ⊗ denotes the Kronecker

product, and the design parameter γ is the WNG limit. The

problem as given in (3) and (4) is convex [8], and can be

solved with a convex optimization software package such as

e.g., CVX [15].

2.1. Integrating echo cancellation

The beamformer given in (1) can be seen as consisting of two

parts; one fixed filter-and-sum part (the inner sum over M ),

and one polynomial postfilter (the outer sum over P ). The

fixed-filter-and-sum part does not depend on the look direc-

tion θ, which means that echo cancellation can be done after

this stage and still be unaffected by a changed look direction.

As a contrast to having one AEC per microphone (i.e., M

AECs), it can be seen that if integrating the AECs after the

filter-and-sum part of the beamforming, but before the poly-

nomial postfiltering, the number of required AECs are P +1.

Hence, if P +1 < M , a reduction in computational complex-

ity is obtained. (See e.g., [6] for more details.)

As a contrast, the symmetry exploiting method presented

in [9] (and [14] for another beamformer design), which basi-

cally constitutes a mirroring of the beamforming filters about

some symmetry plane(s), does not reduce the number of re-

quired AECs. The reason for this is that even though a smaller

set of beamforming filters can be used, the filters still need to

be mirrored and applied to different microphone signals, pro-

ducing in total a larger set of output signals that each require

their own AEC. For example, consider the case of a circular
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(a) P = 4
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(b) P = 6

Fig. 1. Comparison of the resulting directivity index for the methods stdPoly, stdPoly2 and trigInt (proposed) for two different settings of P and the M = 8

microphone circular array described in the text.

array with M = 8 uniformly spaced microphones, and as-

sume that symmetry around two axes are used, meaning that

interpolation is performed only between 0 and 90 (and the set

of beamforming filters are mirrored around both axes to al-

low 360 degree pick-up). If choosing P = 2, i.e., 2-nd degree

polynomial interpolation, a total of 3 basis filters are required,

meaning 3 AECs for this range (i.e., 0 - 90 degrees). Mir-

roring the filters effectively means that the same filter coeffi-

cients are applied to microphone signals with different index.

However, since this produces another set of output signals,

another set of associated AECs are required in order to al-

low continuous echo cancellation for all 360 degrees. Hence,

for P = 2 (meaning 3 AECs) and symmetry around two axes,

this means a total of 12 AECs, which is more than the number

of microphones in the array in this example. Another design

example, taken from [9]; using M = 6, P = 3 and exploiting

symmetry to reduce the interpolation range by a factor of 2M
turns out to require P + 1× 2M = 48 AECs.

3. SIMULATIONS

An M = 8 microphone circular equidistant array with

38 mm radius was simulated. The optimization problem

given in (3) and (4) was solved for I = 8 desired look-

directions {0, 45, 90, · · · , 315} degrees, with the frequency

range discretized into Q = 128 frequency bins between 0
and 8 kHz and the angles discretized into K = 360 bins.

The main lobe of the desired frequency response was defined

with a beamwidth of 16 degrees. Two settings of P , i.e., the

number of trigonometric basis functions, were considered

P = 4 and P = 6. (Note that P should be even due to how

tp(θ) is defined, see (2).) This approach is denoted trigInt in

the following text.

As a comparison, the same simulation was done for the

polynomial interpolation approach as described in [8], here

denoted stdPoly. Due to the non-periodic nature of the poly-

nomial interpolation, i.e., the inability to model that θi = 0
degrees and θi = 360 degrees represent the same direction-

of-arrival, simulations was also conducted for I = 9, where

the first 8 desired look directions were as described previ-

ously, and the 9-th look direction was 360 degrees. This ap-

proach is denoted stdPoly2 in the following text.

For all beamformers, the WNG constraint was set to

−10 dB, and the sampling frequency was set to 16 kHz.

3.1. Directivity index

To evaluate the performance, the directivity index (DI), here

calculated as

DI(θ) = 20 log10
K − L

QL

∑

ω

∑

l |Bθ(ω, θl)|
∑

k 6=l |Bθ(ω, φk)|
, (5)

where l = 1, · · · , L and L is the discrete number of look

direction bins, was evaluated for a uniform set of look-

directions θ between 0 and 360 degrees, with 2 degrees

angular resolution. It should be noted that the mismatch be-

tween the interpolated beamformer frequency response and

the fixed beamformer frequency response is not quantified in

this paper. The motivation for this is that e.g., variations in

stop-band response is irrelevant as long as a similar level of

attenuation is maintained, which is something that is captured

by the DI.

Fig. 1 shows the resulting DI for the three compared meth-

ods; trigInt (proposed), stdPoly and stdPoly2, for design pa-

rameter P set to 4 (Fig. 1a) and 6 (Fig. 1b), respectively. Also
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(a) Fixed beamformer, θ = 0
◦ (b) stdPoly, θ = 0

◦ (c) trigInt, θ = 0
◦

(d) Fixed beamformer, θ = 25
◦ (e) stdPoly, θ = 25

◦ (f) trigInt, θ = 25
◦

Fig. 2. Beamformer responses of the three compared methods; stdPoly, stdPoly2 and trigInt (proposed) for two different look-directions: 0 degrees (one of

the look-directions used in the optimization) and 25 degrees (not used in the optimization). Polynomial order P = 6 is used in all cases.

shown in the figure, for reference, are the resulting DIs of a

fixed beamformer optimized for one specific look-direction

according to the approach described in [10], for all θi. It can

clearly be seen that the proposed method achieves a much

more stable DI over all look directions, while both stdPoly

and stdPoly2 exhibit severe oscillation at the edges of the

interval, i.e., Runge’s phenomenon, which is a well-known

problem for high order polynomial fitting. Also worth noting

is that the DI of stdPoly totally breaks down for look direc-

tions close to 360 degrees due to the interpolation method not

modeling the periodicity, as explained previously. This is-

sue is avoided by adding a 9-th desired look direction at 360
degrees, i.e., stdPoly2, but at the cost of even stronger DI os-

cillation close to 0 degrees. Also worth noting is the oscil-

lations being stronger for trigInt2 with higher order (P = 6
compared to P = 4), which is consistent with what can be

expected from standard polynomial interpolation. The DI of

the trigInt approach on the other hand is significantly more

stable and much closer to the DI of the fixed beamformer op-

timized for one specific look direction. In fact, for P = 6, the

DI of trigInt is only about 1 dB lower than that of the fixed

beamformer for all look-directions.

3.2. Beamformer responses

In order to better visualize the beamformer performance, a

number of responses for different look directions θ are shown

in Fig. 2. Fig. 2a), b) and c) show the beamformer responses

of the fixed beamformer, stdPoly and trigInt, respectively, for

look direction θ = 0 degrees and P = 6. It can be seen that

the beamformer response of stdPoly looks almost identical to

that of the fixed beamformer, while the response of trigInt ap-

pears slightly different at higher frequencies (> 1 - 2 kHz).

The DI is however not significantly different (as shown in

Fig. 1).

Fig. 2d), e) and f) show the beamformer responses of look

direction θ = 25 degrees. For this look direction, stdPoly ex-

hibits significant performance degradation at higher frequen-

cies, which results in a significant DI reduction (again, as

shown in Fig. 1). The proposed method trigInt, on the other

hand, has a response that is much more similar to that of the

fixed beamformer, with the exception of some degradation

very close to the Nyquist frequency.

4. CONCLUSIONS

This paper has presented a novel approach to interpolation for

a circular array, based on trigonometric interpolation. It was

shown that while the conventional polynomial beamforming

suffers from multiple issues; not modeling the steering an-

gle periodicity and the strong DI oscillation at the edges of

the design interval, the proposed approach does not. For a

specific design with 8 microphones and a 6-th order trigono-

metric interpolation beamformer, it was shown that the DI de-

viates only about 1 dB from that of a fixed beamformer over

all look directions. Future work will focus on the problem of

source localization in the context of trigonometric interpola-

tion beamforming.
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