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ABSTRACT

Chords and their progressions are an important aspect of Western
tonal music. Specifically, transitions between subsequent chords
within a piece carry style-relevant information. To extract such in-
formation from audio recordings, a naive approach first peforms au-
tomatic chord estimation for computing chord labels explicitly and
then derives transition statistics. Often, this is done with Hidden
Markov Models involving the Viterbi decoding algorithm. However,
since chords are often ambiguous, deciding on one “optimal” chord
sequence can be problematic, which heavily affects the subsequent
derivation of transition features. In this paper, we propose novel
mid-level features that capture chord transitions in a “soft” way. Our
method exploits the Baum–Welch algorithm, which does not involve
hard decisions on chord labels. Instead, we obtain probabilistic fea-
tures that account for ambiguities among chords and chord transi-
tions. In several experiments, we evaluate these features within a
style classification scenario discriminating four historical periods of
Western classical music. Our soft transition features consistently
achieve higher accuracies than comparable hard-decision features,
thus demonstrating the descriptive power of the novel features.

Index Terms— chord transitions, musical style, genre classifi-
cation, computational music analysis

1. INTRODUCTION

The analysis of music recordings with respect to tonal characteristics
is a central problem within Music Information Retrieval (MIR) [1].
Typical tasks such as global key detection [2, 3], local key detec-
tion [4, 5], or chord recognition [6–8] relate to tonal structures on
various temporal scales. Beyond these concrete analysis scenarios,
tonal features showed success for classifying music recordings with
respect to more abstract categories such as musical styles [9–12].
Concretely, features quantifying the presence of certain chord or in-
terval types [9] or the tonal complexity [10] led to efficient and ro-
bust discrimination of the four eras Baroque, Classical, Romantic,
and Modern (Figure 1c). Beyond that, features describing transitions
between consecutive chords (chord progression bigrams) turned out
beneficial for this task [11]. From music theory [13], we know that
such chord transitions bear style-relevant information (Section 2),
which could be verified in a study based on audio recordings [14].

Using a naive approach, Weiss et al. [11, 14] explicitly compute
chord labels from audio recordings and derive chord transition fea-
tures from the resulting label sequence by counting transitions of
a particular type. To extract chord labels, they make use of a typ-
ical chord recognition pipeline [7] based on a suitable pitch class
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Fig. 1. Extraction, post-processing, and application of mid-level
chord transition features (schematic overview).

representation (chromagram) and Hidden Markov Models (HMMs)
together with the Viterbi decoding algorithm [15]. This algorithm
aims for providing the “single best state sequence” [16] (here: chord
label sequence) given a particular chroma sequence. This is a useful
approach when the label sequence itself is of interest (e. g. , when
providing chord labels for a pop song to an amateur guitar player).
However, this “optimal” chord sequence might not be the correct or
the only correct solution from a musicological perspective. Reasons
for this lie in an often restricted chord vocabulary [17], an imperfect
chord model [8], and the high level of musical abstraction required
for this task [18, 19]. These problems lead to natural ambiguities
of estimated chords and their transitions. Such ambiguities cannot
be captured by the explicit label sequence produced by a traditional
chord recognition system. In Section 2, we discuss this in detail.

To overcome this problem, we aim for mid-level features that
describe chord labels and transitions in a “soft” way—providing
continuous-valued probabilities rather than deciding on a unique out-
put. This additional information can be useful for music analysis, vi-
sualization, and classification purposes where the mid-level features
can be interpreted either by a human expert or a machine learning
system. In particular, we hypothesize that such features are useful
for classifying music recordings according to style categories [11].

As our main contribution, we propose a novel strategy for deriv-
ing continuous-valued chord transition features from music record-
ings without the need to explicitly compute chord labels (Section 3).
On the basis of chroma representations, we estimate chord transition
probabilities using the Baum–Welch algorithm. In a case study on a
choral by J. S. Bach, we show visualizations indicating the potential
of these features for music analysis (Section 4). By aggregating lo-
cal transition probabilities over time, we compute different types of
piece-level, transposition-invariant features (Figure 1b). In several
experiments (Section 5), we demonstrate the potential of these fea-
tures for style classification of Western classical music recordings.
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2. MUSIC THEORY BACKGROUND

The notion of chords and their progressions is central for composing,
performing, and understanding Western tonal music. We consider a
chord as a group of simultaneously sounding notes usually perceived
as an entity [20]—the “vertical way” of understanding music [21].
Analyzing musical pieces regarding the underlying chords is of cen-
tral interest for musicology since the chord types used and their pro-
gressions constitute characteristic indicators for musical style [22,
23]. More specifically, transitions between subsequent chords bear
style-relevant information [13, 14, 24].

For many purposes, it is sufficient to specify chords at the pitch
class level disregarding their concrete realization (octave informa-
tion / inversions). Assuming enharmonic equivalence, we rely on the
twelve-tone equal-tempered scale. Consequently, we define a chord
by its root pitch class and its type—a specific set of intervals above
the root. Typically, these interval sets comprise successions of major
and minor thirds resulting in triads (major, minor, diminished, aug-
mented), seventh chords (dominant 7th, major 7th, ...), or more com-
plex types. This high number of chord types leads to a large vocab-
ulary involving complex relationships among chords. For example,
the Cm7 chord (C-E[-G-B[) both comprises the Cm triad (C-E[-
G) and the E[M triad (E[-G-B[). The triads C+ (C-E-G]) and E+
(E-G]-B]) are identical under enharmonic equivalence (B] = C).

Such relationships become relevant for approaches relying on
reduced chord vocabularies—which is often the case in chord recog-
nition systems within MIR [8]. Reducing complex chord types to
a vocabulary of the 24 triads (MajMin) is problematic and leads
to ambiguities [17]. Further ambiguities arise from melodic figu-
ration (non-chord tones) involving subjective decisions [19] (which
notes are part of the chord?). Estimating chord labels from audio
recordings introduces further uncertainties due to acoustic phenom-
ena (overtones). Thus, the extraction of a “correct” chord label se-
quence from audio is generally problematic and highly ambiguous.

These ambiguities can heavily affect the estimation of chord
transitions. For example, an ambiguous segment with several pos-
sible chord labels implies several possible transition to and from
this chord. Furthermore, chord segmentation can be problematic.
A chord of short duration might be considered or not—leading to
two ambiguous transitions. To account for such problems, we want
to handle the ambiguities of both chords and chord transitions with
a flexible approach, which we present in the following section.

3. TECHNICAL APPROACH

Hidden Markov Models (HMMs) have shown great success for mod-
elling real-world sequence data. Besides the popular application for
speech recognition [16], they have been extensively applied to auto-
matic chord recognition [7, 8]. HMMs comprise a “hidden” proba-
bilistic model determined by the Markov property (the current state
only depends on the previous one), which generates visible “obser-
vations.” In this paper, we deal with continuous HMMs where the
emission probabilities are modelled by continuous-valued functions.
A specific HMM Θ is defined by a set of components (see Table 1)
comprising the I states αi, the time-invariant transition probabili-
ties aij , the initial state probabilities ci, and the continuous-valued
emission probability functions bi :R12→R+ with bi(o) indicating
the probability of observing o while being in state αi where i, j ∈
[1 : I]. Since only the observation sequence O :=(o1,o2, . . . ,oN )
is directly accessible, there are three classical algorithmic problems
concerning the application of HMMs [1, 16]:

A Set of states {α1, . . . , αI}
A State transition probabilities aij for i, j ∈ [1 : I]
C Initial state probabilities ci for i ∈ [1 : I]
B Emission probabilities bi(o) for observation o, with i ∈ [1 : I]

Table 1. Components specifying a continuous-valued HMM Θ.

Forward variable vn (i)

Initialization v1 (i) = cibi(o1)

Iteration vn+1 (i) =
[∑I

j=1 vn (j) aji

]
bi(on+1)

Backward variable wn (i)

Initialization wN (i) = 1

Iteration wn (i) =
∑I

j=1 aijbj(on+1)wn+1 (j)

Table 2. Forward–backward algorithm for recursively computing
the variables vn (i) and wn (i), with i ∈ [1 : I] and n ∈ [1 : N−1].

• The evaluation problem indicates how to compute the overall
probability P [O|Θ] of an observation sequence O given an
HMM Θ. We can efficiently solve this problem using the
forward part of the forward–backward algorithm [25, 26].

• The uncovering problem consists in finding the hidden state
sequence S∗ = (s∗1, . . . , s

∗
N ) with s∗n∈A, which maximizes

P [O,S|Θ]. This problem becomes relevant for the chord
recognition scenario. We can efficiently compute S∗ using
the Viterbi algorithm [15] obtaining a chord label sequence.

• The estimation problem deals with reestimating the model pa-
rameters (A,C,B) by maximizing the probability P [O|Θ]
given an observation sequence O. An efficient method to
solve this is the Baum–Welch algorithm [26,27]—a variant of
the EM algorithm [28] that iteratively updates the parameters
until convergence using the forward–backward algorithm.

Applying HMMs to audio chord recognition, one usually con-
siders the chord labels as the hidden states sn and a suitable fea-
ture representation computed from the music recording as the ob-
servation sequence O = (o1, . . . ,oN ). Typically, chroma features
o ∈ R12 are used for this purpose since they capture relevant tonal
information in a suitable way [1]. In our experiments, we extract
NNLS chroma features [29] with a resolution of 10 Hz using the
Chordino Vamp plugin. For simplicity, we compute the emission
probabilities via template matching between the chroma vectors on

and binary chord templates ti (using the cosine similarity):

bi(on) =
ti · on

||ti||2||on||2
. (1)

with i ∈ [1 : I], n ∈ [1 : N ], and || · ||2 denoting the `2 norm.
Due to reasons discussed in Section 2, we are interested in a

“soft” estimation of chord labels and chord transitions while tak-
ing advantage of the probabilistic nature of HMMs, which allows
for context-sensitive smoothing. To this end, we exploit some inter-
nal variables of the Baum–Welch algorithm corresponding to prob-
abilities for local states and transitions. Following the definitions
in [1, 16], we denote the probability of being in state αi at time n
and in state αj at time n+ 1 as

ξn (i, j) = P [sn = αi, sn+1 = αj |O,Θ] (2)

with n ∈ [1 : N ]. This variable precisely provides the informa-
tion we are interested in. To efficiently compute ξn (i, j), we use
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the forward–backward algorithm, which computes the probability of
observing the partial sequence (o1, . . . ,on) while ending in state αi

at time n (forward variable):

vn (i) = P [o1o2 . . .on, sn = αi|Θ] (3)

and the probability of observing the partial sequence (on+1, . . . ,oN )
while starting in state αi at time n (backward variable):

wn (i) = P [on+1on+2 . . .oN |sn = αi,Θ]. (4)

We compute these variables recursively using the expressions in Ta-
ble 2. On this basis, we estimate local transition probabilities via

ξn (i, j) =
vn (i) aijbj(on+1)wn+1 (j)

P [O|Θ]
(5)

with n ∈ [1 : N − 1]. P [O|Θ] is a suitable normalization factor,
which we compute using the forward variable:

P [O|Θ] =
∑I

i=1 vN (i) . (6)

We further obtain the probability for being in state αi at time n

γn (i) =
∑I

j=1 ξn (i, j) =
vn (i)wn (i) ,

P [O|Θ]
(7)

which constitutes a “soft” estimation of chord labels.

4. FEATURE VISUALIZATION

We now illustrate the potential of the introduced mid-level features
and compare those to a Viterbi-based approach by analyzing a choral
by J. S. Bach as a case study (Figure 2). For simplicity, we consider
a reduced chord vocabulary comprising only the major and minor
triads (I = 24). We equally distribute the initial state probabilities
ci =1/I and compute the emission probabilities with Equation 1.

For HMM-based chord recognition, the choice of the transition
matrix A plays a crucial role [8]. Since the chord change rate is
typically lower than the feature resolution, the self-transitions aii
assume higher values than the off-diagonal elements of A. Cho and
Bello [8] showed that the main improvement of HMM-based chord
estimation over frame-wise strategies is due to context-sensitive
smoothing, which is determined by the relative size of the diagonal
entries inA. “Musical knowledge” encoded in the off-diagonal tran-
sitions only has a minor effect. Thus, we pursue a similar approach
as in [8] defining a uniform, diagonal-enhanced transition matrixAu

with elements

auij =


ρ for i = j,

1− ρ
I − 1

for i 6= j.
(8)

With this definiton, the self-transition probability only depends
on ρ and not on the number of chords in total while the transition
probabilities sum up to one for each row. For the Viterbi algorithm,
we directly use the resulting transition matrix Au. For the Baum–
Welch algorithm, we initially set A = Au (prior probabilities) and
compute the variables ξn (i, j) and γn (i) as introduced in Section 3.

In Figure 2, we show the results of the two strategies with an
empirically chosen parameter value of ρ=0.4. Figure 2a shows the
output of the Viterbi algorithm compared to an expert annotation.
The high number of true positive estimates (TP) shows that this al-
gorithm performs well and obtains sharp edges between the chords.
However, the algorithm sometimes prefers to stay in a chord and,

Fig. 2. J. S. Bach, Choral No. 22 from Johannespassion BWV 244.
(a) Viterbi output compared to reference annotation. (b) Viterbi out-
put with hard transitions (red lines). (c) Baum–Welch output with
soft transitions (transparent red lines). We ignore self-transitions.

thus, misses some of the annotated chord labels (e. g., in measure 3,
around frame 100). From the computed chord labels (hard decision),
we derive chord transition features by looking at the changes of the
“uncovered” states—indicated by the red lines in Figure 2b.

In contrast to the Viterbi algorithm, our Baum–Welch-based
strategy (Figure 2c) produces a soft output for the chord labels
(grayscale bars), derived from γn (i).1 Overall, the soft chord esti-
mates look similar to the Viterbi output. However, some passages
show a different behavior. In measure 3 (around frame 90), we see
a high probability for the D]m triad, which the Viterbi algorithm
smoothed out. A similar effect occurs for the chord transitions,

1We visually enhance the chord probabilities using the soft-max function.
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Data Subset Full Pno Orch

Baseline (136) 74.7 73.3 80.1

Vocabulary | algorithm Vit. B–W Vit. B–W Vit. B–W

MajMin (46) 66.9 70.9 58.0 66.8 72.7 76.1
Triads (132) 66.9 75.0 56.9 68.8 71.6 78.5
Sevenths (464) 66.0 76.6 59.0 70.2 71.4 79.7

Baseline+Triads (268) 73.5 78.2 67.4 73.2 77.2 83.2

Table 3. Classification accuracies in % using baseline features and
transition features based on Viterbi (Vit.) and Baum–Welch (B–W)
algorithm. In parentheses, we indicate the feature dimensionality.

which we derived from ξn (i, j)—shown as transparent red lines
in Figure 2c.2 We observe relevant chord transitions from and to
D]m, respectively. Together with the self-transition probabilities
(not shown here), this nicely shows how our algorithm accounts for
different possibilities. The “soft” label estimates better represent
the ambiguities of this passage. We observe a similar phenomenon
at the beginning of measure 2 (frame 40). Here, the musical score
indicates an F]m7 chord (F]-A-C]-E). The reference annotation
denotes this chord as F]m triad but it also embraces the AM triad.
Our soft features reflect this ambiguity by showing approximately
equal probability for both triads as well as relevant transitions to
approach and leave both chords. In general, our mid-level features
indicate several possible transitions as soon as there is more than
one possible chord label. This means that ambiguous situations lead
to characteristic structures without deciding on explicit transitions,
which always needs to ignore other options. Due to these properties,
our visualization strategy might be useful for music analysis.

5. STYLE CLASSIFICATION EXPERIMENTS

We now test our chord transition features for style classification of
Western classical music recordings. To this end, we make use of
the Cross-Era dataset [14], which contains 1600 tracks—each 200
movements of piano (subset Pno) and orchestra music (subset Orch)
for the four historical periods Baroque, Classical, Romantic, and
Modern. The dataset served for evaluation in [9–11].3 For our exper-
iments, we use a basic machine learning pipeline consisting of fea-
ture extraction, dimensionality reduction (PCA followed by Linear
Discriminant Analysis with three output dimensions), and classifica-
tion (GMM classifier with only one Gaussian). We perform 3-fold
cross-validation and apply composer filtering (forbid composer split-
ting across folds) to avoid overfitting due to the album effect [31]. To
suppress the influence of the concrete cross-validation split, we re-
peat the experiment ten times with randomly initialized splits and
report mean accuracies. For details, we refer to [11, Chapter 8].

Based on NNLS chroma features (compare Section 3), we com-
pute both Viterbi- and Baum–Welch-based transition features. In
both cases, we use a uniform transition matrix Au with ρ= 0.5 (we
later discuss this choice). We average over the local chord transition
features of all N frames in order to obtain piece-wise classification
features. To achieve transposition-invariant features that do not de-
pend on the musical key, we shift all possible transitions to a com-
mon root note, thus capturing only relative transitions (red frames

2For visualization, we ignore the self-transitions and apply a rescaling
procedure for enhancing musically relevant transitions described in [30].

3The chromagrams used as basis for our experiments are available at
https://www.audiolabs-erlangen.de/resources/MIR/cross-era

Fig. 3. Results for the Full subset using the Triads vocabulary.

in Figure 1b). We ignore self-transition probabilities, which cap-
ture the frequency of chord changes (harmonic rhythm) rather than
their type.4 For musical reasons, we consider different sizes of the
chord vocabulary, which also affects the number of transitions T .
Because of enharmonic equivalence, some chord types show a sym-
metric behavior—such as the augmented triad, which only exists in
four transpositions—leading to a reduced number of transitions T .
For the vocabulary MajMin (I= 24), we end up with T = 46 possi-
ble transitions (23 transitions for starting from each of the two chord
types). We further consider the vocabularies Triads including di-
minished and augmented triads (I = 40, T = 132) and Sevenths
comprising seven types of seventh chords (I=75, T =464).

Table 3 shows the results of our classification experiments. As a
baseline, we use chroma-based features (interval / chord types, tonal
complexity) evaluated in [9–11], which results in an accuracy of
74.7 % on the Full dataset. Using the MajMin vocabulary, the per-
formance of our transition features is below this baseline. Hereby,
Baum–Welch-based features (70.9 %) perform clearly better than
Viterbi-based features (66.9 %). This observation holds for the vo-
cabularies Triads and Sevenths. On the Full dataset, Sevenths based
on the Baum–Welch algorithm (76.6 %) outperforms our baseline.
Combining baseline and chord transition features, the accuracies do
not exceed the baseline when using Viterbi-based features. With
Baum–Welch-based features, in contrast, we observe a clear im-
provement for the subsets Full (78.2 %) and Orch (83.2 %). This is
a remarkable result. Indeed, the mid-level chord transition features
seem to add relevant information to the generally well-performing
tonal features tested in [11]. This is not the case for Viterbi-based
transition features, which cannot account for local ambiguities.

Finally, we investigate the role of the self-transition probability
ρ. Figure 3 shows the classification accuracies for both feature types
as a function of this parameter (using the Triads vocabulary). We see
that the performance highly depends on ρ for both algorithms, each
with a specific global maximum. Our choice of ρ= 0.5 seems to be
in a stable region though not optimal for this dataset. Remarkably,
the proposed features outperform the Viterbi-based features for any
value of ρ—a strong hint to the benefit of our soft-transition features.

In summary, our results confirm that mid-level features—
capturing chord transitions in a soft way—have a higher descriptive
power than features based on hard-decision chord estimation. Given
these encouraging results, we assume that the proposed features
might be beneficial for further applications. This includes the anal-
ysis, visualization, and classification of Western classical music in
other scenarios. Furthermore, there is a high potential in applying
such methods to other musical genres such as pop, rock, or jazz.

4In general, harmonic rhythm is an interesting aspect for style analysis.
In this study, however, we want to restrict ourselves to chord transition types.
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