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ABSTRACT

The understanding of speech from a particular speaker in the pres-
ence of other interfering speakers can be severely degraded for
a hearing impaired person. Beamforming techniques have been
proven to be effective to improve the speech understanding in such
scenarios. However, the number of microphones in a hearing aid
(HA) is limited due to the space and power constraints present in
the HA. In this paper, we propose to use an external device e.g.,
a microphone array, that can communicate with the HA to over-
come this limitation. We propose a method to control this external
device based on the look direction of the HA user. We show, by
means of simulations, the robustness of the proposed method at very
low SNRs in a reverberant scenario. Moreover, we have also con-
ducted experiments that show the benefit of using this framework
for binaural and monaural enhancement.

Index Terms— Speech enhancement, autoregressive models,
beamforming.

1. INTRODUCTION

The ability of a hearing impaired person to understand speech is
severely degraded in situations such as the cocktail party scenario,
and this can subsequently lead to social isolation of the hearing im-
paired person. Therefore, it is crucial in such scenarios to perform
speech enhancement. The speech enhancement algorithms can be
broadly categorised into single and multi-channel methods [1]. In
comparison to single channel algorithms which can exploit the tem-
poral and spectral information, multi-channel algorithms are more
effective as they can also exploit the spatial information. This prop-
erty is useful in the cases where the speech and noise sources are
spatially separated [2]. Beamforming, which forms a class of multi-
channel enhancement algorithms, has been proven to be useful as
it can exploit the spatial information to selectively attenuate the in-
terferers in comparison to the speaker of interest [2]. The state of
the art HAs are equipped with multiple microphones present at each
ear which enables the use of beamforming algorithms. However,
the space and power constraints on the HAs limit the number of mi-
crophones that can be used within a HA which consequently limits
the performance of the beamformer within the HA to focus on the
speaker of interest and attenuate the competing speakers. These lim-
itations can be overcome by using an external device which can com-
municate wirelessly with the HA. In [3], it was investigated on how
the speech intelligibility can be improved when the target speaker
wears a microphone which picks up the speech signal uttered by the
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target speaker and transmits it wirelessly to the HA. The transmit-
ted signal can then be binaurally saptialised according to the target
speaker’s location [4, 5, 6]. However, this solution has the constraint
that the speaker of interest wears the microphone and that the listener
is interested only in that speaker. In this paper, we try to relax this
constraint by using a microphone array as the external device. Fig.
1 shows the scenario that we are interested in where the HA user is
perhaps interested in listening to any of the speakers located at the
table. As the external device is equipped with more microphones, it
may be used to better exploit the spatial information for focusing on
the speaker the HA user is listening to. However, a problem that can
be encountered in this setup is that the external microphone array
needs to know the direction of arrival of the source that the HA user
is interested in. In this work, we propose a model-based method to
estimate the direction of arrival via a collaboration between the HA
and the external device. We use a model that we proposed in a previ-
ous paper [7] to represent the signal received at the HA as well as the
external device. The estimated model parameters are subsequently
used to estimate the direction of arrival by measuring the similarity
between the model parameters. Using a model to represent the sig-
nal facilitates a low dimensional representation of the signal, which
leads to less information being transmitted from the HA to the exter-
nal device which is critical as power is a limiting factor in the HAs.
To the best of author’s knowledge, such an approach to control an
external device based on the look direction of the HA user has not
been done before.

The remainder of the paper is organised as follows. Section 2
introduces the setup, the signal model and the problem mathemati-
cally. The solution to the defined problem is then explained in Sec-
tion 3 followed by the results and conclusion in Sections 4 and 5,
respectively.

2. PROBLEM FORMULATION

2.1. Scenario of interest

Fig. 1 shows an example of the scenario of interest. This situation
can be encountered when the HA user is participating in a meet-
ing with colleagues or sitting at a dinner table with family or friends.
From the figure, it can be seen that the HA user is listening to speaker
A. It will be assumed in this work that the HA user is looking at the
source of interest. From the perspective of the HA user, speaker A
is the target whereas speakers B and C are interferers. The objective
is to focus the beamformer present in the external device (uniform
circular array (UCA) in this case) towards speaker A as the HA user
is looking towards speaker A. This requires a communication link
between the HA and the external device. To compute the data to be
transmitted from the HA to the external device, a conventional beam-
former focusing on the nose direction is used on the HA to form a
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Fig. 1. Scenario of interest. HA user is listening to speaker A while
speakers B and C are interferers.

preliminary enhanced signal which we denote as xHA(n). To esti-
mate the source of interest, the UCA focuses its beam towards I dif-
ferent candidate directions (I = 8 in the figure) which are uniformly
spaced along the azimuthal plane as shown in the figure. The set of
beamformed signals from the different candidate directions are de-
noted as {xCA(θi)(n)}

I
i=1. Our objective here is to estimate θs (see

Fig. 1) such that the UCA focuses on the source of interest, using the
beamformed signal at the HA, xHA(n), and the set of beamformed
signals from the candidate directions, {xCA(θi)(n)}

I
i=1.

2.2. Signal Model

We now introduce the signal model [7] that is used to represent the
signals xHA(n) and {xCA(θi)(n)}

I
i=1. A frame of the signal of in-

terest in the time domain denoted as x = [x(0) . . . x(N − 1)]T is
modelled as a sum of U autoregressive (AR) processes as

x =

U∑
u=1

cu . (1)

Each of the AR process is expressed as a multivariate Gaussian [8,
9], i.e. ,

cu ∼ N (0, σ2
uQu), (2)

where σ2
u is the excitation variance and Qu is the gain normalised

covariance matrix. Qu can be asymptotically approximated as a cir-
culant matrix which can be diagonalised using the Fourier transform
as [10]

Qu = FDuF
H (3)

where F is the DFT matrix defined as [F]k,n = 1√
N

exp(j2πnk/N)

n, k = 0 . . . N − 1 and

Du = (ΛH
u Λu)

−1, Λu = diag(
√
NFH

[
au
0

]
) (4)

where au = [1, au(1), . . . au(P )]T represents the vector of AR co-
efficients corresponding to the uth AR process and P is the AR order.
The diagonal entries of the matrix Du contains the eigenvalues of the
matrix Qu and these correspond to the power spectral density (PSD)

of the uth gain normalised AR process. The set of U PSDs can be
arranged as the columns of a spectral basis matrix D as

D = [d1 . . .du . . .dU ] (5)

where du = [du(1) . . . du(k) . . . du(K)]T and du(k) is the kth di-
agonal element of Du. Using the above model explained by (1)
and (2), a frame of the beamformed signal at the HA denoted as
xHA = [xHA(0) . . . xHA(N − 1)]T is expressed as

xHA =

U∑
u=1

cHAu (6)

where cHAu ∼ N (0, σ2
HAu

Qu). Denoting σHA = [σ2
HA1

. . . σ2
HAU

]T ,
the PSD of the modelled signal at the HA can be represented as
DσHA. Similarly a frame of the beamformed signal at the UCA for
the ith candidate direction denoted as xCA(θi) = [xCA(θi)(0), . . .

xCA(θi)(N − 1)]T can be modelled as

xCA(θi) =

U∑
u=1

cCA(θi)u (7)

where cCA(θi)u ∼ N (0, σ2
CA(θi)u

Qu). Denoting σCA(θi) =

[σ2
CA(θi)1

. . . σ2
CA(θi)U

]T , the PSD of the modelled signal at the
UCA for the ith candidate direction is obtained as DσCA(θi). In
the case of observing V > 1 frames, the PSD of the modelled
signal for each frame can be arranged as columns to form a ma-
trix DΣHA or DΣCA(θi) where ΣHA = [σHA(1) . . .σHA(V )] and
ΣCA(θi) = [σCA(θi)(1) . . .σCA(θi)(V )]. ΣHA and ΣCA(θi) will be
henceforth denoted as activation coefficients.

2.3. Mathematical problem

Our objective here is to estimate the direction of arrival of the
speaker talking to the HA user relative to the UCA. In this paper, we
propose to solve this problem by measuring the similarity between
the beamformed signal received at the HA and the beamformed sig-
nal at the UCA for different candidate directions. This can be done
in different ways. The first method, denoted as IS based method, is
by using the spectral similarity to estimate θs as

θ̂s = argmin
θi∈{θi}Ii=1

dIS(DΣHA|DΣCA(θi)), (8)

where dIS(·, ·) is the sum of Itakura-Saito divergence [11] calculated
over all the elements in the matrix. The second approach proposed
here is to use the correlation between the estimated activation coef-
ficients at the HA and UCA to estimate θs as

θ̂s = argmax
θi∈{θi}Ii=1

corr(ΣHA|ΣCA(θi)) (9)

where

corr(ΣHA|ΣCA(θi)) =
1

UV

V∑
v=1

U∑
u=1

(
ΣHA(u, v)− µHA

εHA

)
×
(

ΣCA(θi)(u, v)− µCA(θi)

εCA(θi)

)
(10)

where µHA/CA(θi) and εHA/CA(θi) are the sample mean and standard
deviation, respectively.
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Algorithm 1 Main steps involved in the proposed framework
1: while new time-frames are available do
2: Apply beamforming in the HA as well as the UCA for differ-

ent candidate directions to obtain xHA and xCA(θi)

3: Assuming the spectral basis matrix D is trained a priori, esti-
mate ΣHA and ΣCA(θi) using (11)

4: Transmit the estimated activation coefficients Σ̂HA from the
HA to external device

5: Estimate θs using (8) or (9)
6: Use the beamformed signal from the UCA as a reference sig-

nal for performing binaural enhancement
7: end while

3. ESTIMATION OF THE MODEL PARAMETERS

As explained previously in Section 2.2, a frame of the signal is mod-
elled as a sum of U AR processes with AR coefficients au. In this
work, the set of U AR coefficients are trained a priori using a stan-
dard vector quantisation technique used in speech coding applica-
tions. During the training stage, a speech codebook is first computed
using the generalised Lloyd algorithm (GLA) [12, 8]. The speech
codebook contains AR coefficients corresponding to the spectral en-
velopes of speech. During the training process, linear prediction co-
efficients (converted into line spectral frequency coefficients) are ex-
tracted from windowed frames, obtained from the training signal and
passed as input to the vector quantiser. Once the speech codebook is
created, the spectral envelopes corresponding to the AR coefficients
({au}Uu=1) are computed and arranged as columns of the spectral
basis matrix D as explained by (4) and (5). Given the observed data
and the spectral basis matrix D, it has been shown in [7, 13] that the
maximum likelihood estimation of the activation coefficients corre-
sponds to minimising the IS divergence between the periodogram of
the observed signal and the modelled PSD. Since there is no closed
form solution for this, it is generally estimated iteratively using the
multiplicative update (MU) rule [14] as

Σ̂HA/CA(θi)← Σ̂HA/CA(θi)�
DT((DΣ̂HA/CA(θi))

[−2]�ΦHA/CA(θi))

DT (DΣ̂HA/CA(θi))
[−1]

,

(11)
where ΦHA/CA(θi) contains the periodogram of frames of the sig-
nals arranged as columns, � is the element-wise product, (·)[−1] is
the element-wise inverse and the division is an element-wise divi-
sion. The spectral basis matrix along with the estimated activation
coefficients can be utilised as shown in (8) and (9) to estimate the
direction of arrival to control the beam pattern of the UCA. It should
be noted that the method proposed here to estimate θs requires only
the transmission of Σ̂HA from the HA to the external device. This
is generally much less than the amount of signal samples. The pro-
posed algorithm is summarised in Algorithm 1.

4. EXPERIMENTS

4.1. Experimental setup

This section describes the experimental results obtained for the pro-
posed method. The setup used for carrying out the experiments will
be explained in this section followed by the results. Fig. 2 shows a
portion of the experimental setup in a room of dimensions 12×6×6
m with a reverberation time of 0.4 seconds. The room impulse re-
sponses were generated using [15]. In this figure, the HA user is try-
ing to listen to the target speaker denoted by a green dot. Along with
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Fig. 2. Figure shows the experimental setup where the green dot in-
dicates the source of interest and the red dot indicates the interferers.

the speaker of interest, there are 3 other interferers located around the
table as shown in the figure. The HA user is simulated with a ULA of
5 microphones with a span of 0.24 m which is a typical ear to ear dis-
tance of a human head. The external device that we have considered
here is a UCA of radius of 0.13 m with 10 microphones. The signals
used for testing consisted of speech signals spoken by two males and
two females taken from the CHIME database [16]. A codebook of
size 64 entries was generated using the GLA using speech from the
EUROM database [17]. We have used different databases for testing
and training to test the robustness of the proposed method against
the mismatches that maybe encountered in a practical scenario. The
parameters used for the experiments have been summarised in Table
1. The beamformed signals at the HA and the external device can
be obtained using any of the conventional beamforming algorithms.
For the experiments conducted in this section, we have used the ro-
bust Capon beamforming (RCB) [18, 19], as this method has been
shown to be robust to reverberation and uncertainty in the steering
vector [19]. The number of candidate directions I has been chosen
to be 8 in the experiments. It should be noted that speakers are not
constrained to be at the candidate positions as the RCB takes into ac-
count uncertainties in the steering vector using the parameter ε [18,
eq. (14)] which was chosen to be 3.5 in our experiments. The exper-
iments we have conducted to validate the robustness of the proposed
method is shown in the following section.

4.2. Experimental Results

In this section we evaluate the accuracy of the proposed method
in the experimental setup explained above. In addition to the case

Table 1. Parameters used for the experiments
Parameters

sampling frequency 8000 Hz
Frame size (N ) 200
Frame overlap 50%
AR order (P ) 14
U 64
MU iterations 50
I 8
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Fig. 3. Percentage of correctly detected direction for the correlation
based method as a function of the SNR and memory.
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Fig. 4. Percentage of correctly detected direction for the IS based
method as a function of the SNR and memory.

shown in Fig. 2, we have varied the source of interest, so the results
shown in this section are averaged over all the speakers (4 in this
case). In addition to the interferers, we also add spherically isotropic
babble ambient noise generated using the implementation in [20].
Figures 3 and 4 show the average accuracy obtained over all the
speakers for 10 iterations per speaker as a function of SNR and the
memory for correlation based and IS based methods, respectively.
Memory here is related to the number of frames V (used for the
computation of the model parameters) that is needed to estimate θs.
It can be seen from the figure that the correlation based method con-
verges to 100 % accuracy for SNRs 0 dB and above when a memory
greater than 1700 ms is used for computation of the model parame-
ters, whereas the IS based method converges to 100 % accuracy for
SNRs 5 dB and above when a memory of 2200 ms is used. It should
be noted that the experiments conducted in this section, assumed the
positions of the HA user, the target speaker and the interferers to be
stationary. However, in practical scenarios it may be useful to update
the result at much finer time scale, as the HA user may continously
change the look direction. The influence of memory has also been
investigated in figures 3 and 4 and it can be seen that as the SNR
increases the memory required for the proposed method to obtain
certain accuracy decreases, e.g., to reach 80 % accuracy, it requires
a memory of approximately 100, 240 and 600 ms for SNRs 10, 0
and -5 dB, respectively for the correlation based method.
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Fig. 5. Average STOI score obtained for the left and right channels
for binaural and monaural configurations.

4.2.1. Enhancement performance

In this section, we show an example of how this setup can be used for
monaural/binaural enhancement in HAs. One option is to wirelessly
transmit the beamformed signal at the external device to the HA and
play back that signal at both the ears. Playing back the monaural
signal, however, may lead to distortion of binaural cues. Thus in this
paper, we also perform binaural speech enhancement, where we con-
sider the signals received at the left and rightmost microphones as the
binaural noisy signal. To perform the enhancement we consider the
binaural enhancement framework proposed in [21], which is based
on the MMSE criterion. This method applies a common gain on the
left and right channels which leads to the preservation of the binaural
cues. The common gain applied in this case requires the estimation
of the speech/noise statistics [21, eq. (17)]. In this work, we propose
to use the beamformed signal at the UCA from the estimated direc-
tion to be used as the reference signal to estimate the clean speech
statistics. Fig. 5 shows the averaged short time objective intelligi-
bilty (STOI) [22] scores for the left and right channels obtained for
the different configurations. The beamformed signals at the HA and
UCA are denoted as mono-HA and mono-CA, respectively. The bin-
aural enhancement method where we use the beamformed signals at
the HA and UCA to estimate the clean speech statistics is denoted
as Bin-HA and Bin-CA, respectively. It can be seen that using the
beamformed signal at the UCA shows an improvement in both the
binaural and monaural configurations.

5. CONCLUSION

In this paper we have proposed a framework for improving the
speech understanding for HA users in the presence of multiple inter-
ferers. The proposed system consisted of using an external micro-
phone array whose beam-pattern is controlled by the look direction
of the HA user using a model-based approach. The robustness of
the proposed method at very low SNRs in a reverberant scenario has
been shown by the means of simulations. Moreover, the benefits
of using the external device in addition to the HA for performing
binaural enhancement has been shown using an objective measure
for intelligibility.
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