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ABSTRACT

The spatial decomposition method decomposes acoustic room im-
pulse responses into a pressure signal and a direction of arrival for
each time instant of the pressure signal. An acoustic space can be
auralized by distributing the pressure signal over the available loud-
speakers or head-related transfer functions so that the required in-
stantaneous propagation direction is recreated. We present a user
study that demonstrates based on binaural auralization that the ar-
rival directions can be synthesized from random data such that the
auralization is nearly indistinguishable from the auralization of the
original data. The presented concept constitutes the fundament of a
highly scalable spatialization method for omnidirectional room im-
pulse responses.

Index Terms— Reverberation, spatial decomposition method,
binaural rendering, head-related transfer functions

1. INTRODUCTION

A large variety of algorithms for the creation of artificial reverber-
ation has been proposed for classical loudspeaker setups such as
stereo and surround [1]. This includes methods based on filter net-
works or based on convolution with measured or simulated data. Un-
fortunately, these methods do no scale well to be directly applicable
with more advanced modern setups, especially those employing an
object-based paradigm, and a standard solution is not available. Sys-
tems employing audio objects typically render a certain number of
reverberation channels as virtual sources [2, 3].

We propose and evaluate here the use of the auralization ap-
proach associated with the spatial decomposition method (SDM) [4]
as basis for the creation of artificial reverberation that is scalable
with respect to the degrees of freedom of the spatial information.

SDM uses room impulse responses that were captured with a
typically compact microphone array to obtain the omnidirectional
pressure signal as well as the instantaneous arrival direction for each
of the digital samples that the pressure signal is composed of. The
geometry of the array is flexible as long as the required pressure sig-
nal as well as the instantaneous intensity can be obtained from the
data. SDM has been primarily used for analysis and visualisation of
the directional properties of room impulse responses and is particu-
larly popular in concert hall acoustics [5].

SDM has also successfully been applied for auralizations of
spaces. Slightly simplified, SDM data are auralized by distributing
the digital samples of the pressure signal to the available loudspeak-
ers such that the instantaneous arrival directions of the signal are
maintained as precisely as possible. Example works are [6, 7, 8], all

of which used loudspeaker systems in auralization. Binaural aural-
ization of SDM data is essentially similar to loudspeaker rendering
as the available head-related transfer function (HRTF) measurement
points are used as virtual loudspeakers. The systems presented
in [6, 8], for example, play the obtained signals directly from the
available loudspeakers while [7] uses Ambisonics encoding of the
components.

SDM constitutes a simple and intuitive means of representing
room impulse responses including the directional information. It is
therefore an excellent starting point for the design of an artificial
reverberator.

Many of the distinct characteristics of an acoustic space are en-
coded in the omnidirectional room impulse response, and a plethora
of measurements of such room impulse responses of a large range of
venues are available on the internet. Unfortunately, the use of these
data in auralization is limited without the directional information.
We therefore evaluate the perceptual properties of omnidirectional
room impulse responses auralized with synthetic directional infor-
mation in this paper. We chose binaural rendering for this because it
constitutes the most controlled and reproducible scenario. We apply
head tracking in the rendering to mitigate risks for impairment of
the spatial fidelity of the rendering [9]. A further advantage is that
the binaural auralizations can be directly compared to dummy head
auralizations of the same scenario so that their authenticity can be
evaluated. This strategy has been successfully applied with spheri-
cal microphone array data, for example, in [10, 11].

An approach to binaural auralization that may be considered
an advancement of SDM-based rendering was presented recently in
[12]. We chose to use the core SDM-based rendering as it can be
more straightforwardly applied to loudspeaker setups, too.

An alternative approach to binauralization of omnidirectional
room impulse responses is presented in [13], which uses a more
involved decomposition of the room impulse response into direct
sound, early reflections, and late reverberation. This decomposition
is combined with an mirror-source model of a suitable room geome-
try to account for listener movements. A perceptual evaluation is not
available as to our awareness.

In the following, we briefly review SDM analysis and synthe-
sis of room impulse responses. We then describe the employed ap-
proach to generating synthetic spatial data and then present the user
study, which is the main contribution of this paper.

2. SPATIAL DECOMPOSITION AND SYNTHESIS

SDM estimates the direction of arrival (DOA) of the sound pressure
signal of a room impulse response in short time windows along the
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entire impulse response. These data are obtained from compact mi-
crophone arrays the geometry of which is not important as long as
the desired information can be deduced. The microphone arrays do
typically not comprise a scattering object.

The room impulse response is analyzed in segments. The time-
difference of arrival is determined for each time window for each of
the microphone pairs in the array through cross-correlation. Subse-
quently, a minimum mean square error problem is solved to obtain
the final estimate of the average DOA for the time window under
consideration [4]. The analysis window advances in steps of 1 sam-
ple so that one DOA estimate is obtained for each digital sample of
the impulse response.

The pressure signal can be obtained in different ways depend-
ing on the microphone array. If the array comprises omnidirectional
microphones and the array is compact, the signal of any of the mi-
crophones may be employed directly. Arrays that do not employ
omnidirectional microphones such as tetradedral Ambisonics micro-
phones [14] require different dedicated solutions.

Auralization of the obtained pressure and DOA signals is per-
formed by either distributing the signal samples over the available
loudspeakers via nearest neighbor interpolation [6], vector-base am-
plitude panning [4], Ambisonics encoding [7], and the like, with
compensation for potentially varying loudspeaker distance from the
listening location applied. The loudspeaker signals finally need to
be equalized to achieve the correct signal spectrum at the listening
location [4]. The resulting impulse responses for each of the loud-
speakers is then convolved with the source signal.

In this paper, we employ auralization based on nearest neighbor
interpolation because of its simplicity and excellent quality [6].

3. METHOD

For the present study, we used the data of the rooms ”another living
room” (ALR) from [15] with a reverberation decay time of 0.25 s
and ”Promenadikeskus concert hall” (PCH) from [16] with a rever-
beration decay time of 2.4 s. The impulse response of ALR was
acquired using a microphone array composed of 6 omnidirectional
capsules equally distributed over a notional spherical surface with a
radius of 12.5 cm (i.e., at the corners of a regular octahedron). The
impulse response of PCH was acquired using a tetrahedral micro-
phone producing a B-format signal.

The standard SDM according to [4] was employed at a sampling
frequency of 48 kHz to obtain the spatial data, i.e., the instantaneous
azimuth and elevation of the arrival direction of each sample of the
pressure impulse response, for the two rooms. Fig. 1 exemplarily
depicts the first 20 ms of the data of room ALR. The direct sound
occurring between approx. 0.5 and 1 ms is apparent as well as a few
reflections might be discernable at approx. 3 ms and 4.5 ms. The
direct sound and the mentioned reflections are also apparent in the
azimuth: The determined azimuth appears to be rather stable for the
duration of the related event. The unwrapped azimuth turns out to be
approx. 723◦ for the duration of the direct sound, which is equivalent
to 3◦ and is therefore sane. The direct sound is also apparent in the
computed elevation (approx. 0◦), but the arrival elevations of the
reflections are less obvious.

Fig. 2 depicts the spatial data for the same room for a later time
interval. No obvious structure of the spatial data is apparent any-
where through the entire duration of the impulse response apart from
the first few milliseconds as discussed above. Our attempts to ana-
lyze the data using standard methods in spherical statistics have not
been fruitful.
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Fig. 1. Sound pressure signal (top) as well as unwrapped azimuth
(middle) and elevation (bottom) as determined by SDM

We therefore started off with uniformly distributed random
DOAs. The multivariate standard normal distribution is spherically
symmetric so that we can randomly distribute points on a spherical
surface by generating a set of Cartesian coordinates x, y, z using
a Gaussian distribution and projecting each point onto a sphere by
normalizing with 1/

√
x2 + y2 + z2. In terms of SDM, the angular

position the obtained points may be assumed to represent the spatial
data of a diffuse signal. The black curves in Fig. 3 are example data
obtained through the procedure described above.

Comparing the random data to the real one from Fig. 2 suggests
that the random data are more erratic. We therefore applied different
amounts of smoothing by means of a moving mean filter of orders
5 and 9 for the unwrapped azimuths as well as a moving median
filter of orders 5 for the elevations. The moving mean filter tended
to push away the elevations from the poles, which was considered
unfavorable, and which was not so pronounced with the moving me-
dian filter. We waived smoothing the elevation data with order 9 to
avoid squashing the arrival directions too much towards the horizon-
tal plane. Exemplary data are included in Fig. 3.

We divided the room impulse response into the segments di-
rect sound, early reflections, and late reverberation to apply different
amounts of smoothing as detailed in Sec. 4. The duration of the
direct sound was identified manually for simplicity, the start of the
late reverberation was identified using the method from [17]. We
observed in a pilot study that it does not seem favorable to smooth
the spatial data of the late reverberation. The smoothing was only
applied to the early reflections in those cases where we were using
the original data for the direct sound and only to the direct sound and
early reflections when the entire spatial data was synthesized.

4. PERCEPTUAL EVALUATION

We created binaural auralizations of the data of the two rooms ALR
and PCH using the HRTFs of a Neumann KU 100 dummy head
from [18]. The data have a very high angular resolution of 2◦ so that
the ear impulse responses can be computed for an according grid
of head orientations without an intermediate encoding in spherical
harmonics or the like, and head tracking can be applied straightfor-
wardly.
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Fig. 2. Spatial data of room ALR for a different time interval than in
Fig. 1; top: unwrapped azimuth; bottom: elevation

The primary goal of the experiment is to perceptually evaluate
the synthetic spatial data compared to the spatial data obtained from
the measurements.

We did not observe considerable differences in the timbre be-
tween different experimental conditions when conducting a pre-
study. The perceptual differences that arise are primarily related to
spatial attributes such as source distance, locatedness of the source,
diffuseness of the reverberation and the like. We therefore chose
the subjects’ task to be a rating of the overall perceptual distance
between stimuli using a slider with a continuous scale ranging from
”no difference” via ”small difference”, ”moderate difference”, ”sig-
nificant difference” to ”large difference”. We opted for a pairwise
comparison rather than a MUSHRA-like paradigm as the observed
perceptual differences are mostly small in magnitude.

In most conditions, the manipulated stimulus was compared to
the auralization of the original SDM data. This was performed sepa-
rately for the two rooms. The manipulations that were applied were
randomization of the spatial data, i.e., the DOAs, of certain parts of
the room impulse response. The tested conditions are listed in Tab. 1
and comprise randomization of the late reverberation (LR), random-
ization of the late reverberation as well as the early reflections (LR
+ ER), as well as randomizing the spatial data of the entire room
impulse response whereby different amounts of smoothing were ap-
plied.

The direct sound of the signal has a strong influence on the over-
all perception [19]. We chose not specifically synthesize the spatial
data of the direct sound for the following reasons: 1) Synthesizing
spatial data for the direct sound is straightforward. 2) SDM data for
the direct sound is sometimes impaired, especially when B-format
signals are used. We want to avoid making our subjects compare
clean synthetic data with potentially impaired original data as this
may lead to incorrect conclusions. We did include conditions where
the entire spatial data were synthetic without applying specific treat-
ment to the direct sound.

We also added the condition of the pressure room impulse re-
sponse auralized as a virtual source (pressure + HRTF). The mo-
tivation was two-fold: 1) A pre-study showed that the perceptual
differences are mostly very small, which makes the task challenging
for the subjects. The present condition is significantly different from
the reference, which makes the subjects gain confidence in their per-
formance. 2) This condition can be easily reproduced in other user
studies so that it constitutes an anchor.
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Fig. 3. Random spatial data with different amounts of smoothing;
top: unwrapped azimuth; bottom: elevation

Room Auralization Randomized Smoothing Label in
method component(s) order Fig. 4

ALR / PCH SDM S
ALR / PCH SDM LR S(L)

ALR / PCH SDM ER + LR S(E)

ALR / PCH SDM All S(A)

ALR / PCH SDM ER + LR 5 S(E,5)

ALR / PCH SDM All 5 S(A,5)

ALR / PCH SDM ER + LR 9 S(E,9)

ALR / PCH Pressure + HRTF P
PCH DH (no HT) DH

Table 1. List of stimuli evaluated in the user study; pressure: sound
pressure signal of the room impulse response; pressure + HRTF:
sound pressure signal of the room impulse response auralized as vir-
tual source; SDM: standard SDM rendering; LR: late reverberation;
ER: early reflections; DH: dummy head; HT: head tracking

The data for PCH comprise the binaural room impulse responses
(BRIRs) of a B&K HATS dummy head at the same location like
the microphone array so that the auralization based on the micro-
phone data can be compared directly to the dummy head ear signals.
This situation comprises two caveats: 1) We were required to use the
HRTFs of a different dummy head (Neumann KU 100) than the one
for which we had the measured BRIRs available. This may cause
slight differences with respect to the timbre, which we minimized
through manual equalization. 2) The BRIRs are only available for
one head orientation so that these data cannot be auralized with head
tracking. To achieve a meaningful comparison, we also removed
the head tracking for all stimuli while being compared against the
BRIRs.

The complete ethics protocol including information on how and
how long the collected data are going to be stored was explained to
the subjects before the start of the experiment. They were then pro-
vided with written instructions on their task and performed a training
of 6 manually selected comparisons. The experiment comprised the
evaluation of 17 stimulus pairs (8 for ALR and 9 for PCH) each of
which was presented twice and in random order and with random
button assignment yielding a total number of 34 ratings performed
by each subject. The subjects were allowed to proceed at their own
pace. A loop of male speech with a duration of 2 min was used as
source signal. The signal was playing continuously while the sub-
jects were switching between the stimuli.
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The presentation of the stimuli was performed using the soft-
ware SoundScape Renderer (SSR) [20, 21] running in binaural room
synthesis mode. SSR convolves a given input signal with that pair
of impulse responses that corresponds to the instantaneous head ori-
entation as provided by a head tracker. The use of head tracking
is essential in such studies in order to avoid distortion of the spa-
tial perception [9, 22]. We employed a Polhemus Patriot and AKG
K702 open-design headphones. The experiment was conducted in
an acoustically treated laboratory room.

When a change in head orientation occurs, then SSR convolves
the current signal block with the current as well as with the previous
set of filters and crossfades with a cosine ramp between the signals.
The block size was set to 256 samples at a sampling frequency of 48
kHz with 2 blocks of buffering. The overall latency of the system is
composed of the latency of the tracker (18.5 ms), 2 blocks of buffer-
ing (2 x 5 ms), 1 block delay due to signal routing and processing
(5 ms), and approximately a half block delay due to the crossfade
after the convolution (2.5 ms). This amounts to 36 ms, which is well
below audibility [23].

Each stimulus condition is represented by one virtual sound
source in SSR to which the corresponding set of impulse responses
was assigned. SSR comprises a TCP/IP interface for remote control
of all its functionality. The graphical user interface (GUI) of the
experiment was created in Matlab and communicated with SSR over
TCP/IP. Switching to a given stimulus in the GUI makes SSR un-
mute the corresponding source (and mute all others). Unmuting and
muting are implemented in SSR with cosine fade-in and fade-out
ramps. This produces a smooth transition between stimuli.

5. RESULTS

14 voluntary subjects of different gender and in the age range of 26-
40 years participated in the experiment. All have self-reported unim-
paired hearing. Boxplots of the subjects’ responses are depicted in
Fig. 4. They show the median value of the data via the horizontal
line, the 25th and 75th percentiles via the gray box, the whiskers ex-
tend to the most extreme data points not considered outliers, and the
outliers are plotted individually via circles. The notches represent
the 95 % confidence interval of the median.

The main observations are the following:

• The hidden reference is reliably identified (S - S, room ALR).

• The perceptual differences are mostly smaller for room ALR,
which is the dryer of the two.

• The perceived difference is mostly between ”none” and
”small” even for those conditions where all spatial data other
than the direct sound was synthetic (S(E), S(E,5), S(E,9) for
ALR; S(E,9) for PCH).

• Randomization of the entire spatial data including the direct
sound clearly differentiates the auralization from that of the
original data (S(A), S(A,5)). Dedicated spatial data therefore
have to be synthesized for the direct sound.

• Smoothing of the synthetic data (of the early reflections)
reduces the perceptual distance to the original data (S(E,5)

vs. S(E) and S(E,9) vs. S(E)).

• The perceptual distance between the pressure signal auralized
as a virtual source (P) is much larger than the distances of all
synthetic data to the original data.

• The SDM-based auralization sounds significantly different
from the dummy head auralization (room PCH, DH - S)

S - S S - S(L) S - S(E) S - S(E,5) S - S(E,9) S - S(A) S - S(A,5) S - P
None

Small

Moderate

Significant

Large

DH - S DH - S(E,9) S - S(L) S - S(E) S - S(E,5) S - S(E,9) S - S(A) S - S(A,5) S - P
None

Small

Moderate

Significant

Large

Fig. 4. Box plots; top: room ALR; bottom: room PCH

The observation that the SDM-based auralization is different
from the auralization of the according dummy head data has already
been reported in [12]. The observed differences mainly relate to the
spectral balance of direct sound and reverberation as well as spatial
attributes. Our presented approach provides the potential for miti-
gating the discrepancy as it provides considerable freedom in ma-
nipulating the spatial data.

Some stimuli that are composed of the original direct sound and
synthetic data otherwise were rated as having a difference to the orig-
inal data that is smaller than ”small”. This proves the effectiveness
of the presented approach. The stimuli most similar to the origi-
nal used smoothing of the early reflection data of order 5 with room
ALR (S(E,5)) and order 9 with room PCH (S(E,9)).

The data indicate that dedicated spatial data has to be synthe-
sized for the direct sound, which seems straightforward when know-
ing the location of the sound source. It is unclear at this stage why
the observed differences tend to be smaller for the acoustically dryer
room ALR than for the concert hall PCH. We have made the infor-
mal observation that the auralizations of SDM based on B-format
signals, like it is the case for PCH, tend to sound less plausible than
when arrays like the one with room ALR are employed. This cir-
cumstance might have affected the results.

6. CONCLUSIONS

We presented a first exploration of the auralization of room impulse
responses based on the spatial decomposition method and synthetic
spatial data. Our experiment showed that it is indeed possible to syn-
thesize spatial data for early reflections and late reverberation such
that the perceptual difference to the original data is negligible. Fu-
ture work includes the synthesis of spatial data for the direct sound as
well as treatment of scenarios that have more distinct properties than
the tested ones such as a receiver that is located close to a reflecting
surface.
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