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ABSTRACT

Compensated Amplitude Panning (CAP) is a spatial audio
reproduction method for loudspeakers that takes the listener
head orientation into account. It can produce stable images
in any direction with as few as two loudspeakers. In its orig-
inal form CAP is inherently an object-based method, where
each image is produced separately. A direct method is pre-
sented here for dynamically decoding a first order Ambisonic
encoding that is equivalent to using CAP to separately repro-
duce the constituents of the encoding. Both the stereo and
multichannel cases are considered. Ambisonic decoding en-
ables complex scenes to be reproduced with little cost. Am-
bisonic encodings are now used widely for 360◦ video, and
other applications.

Index Terms— 3D sound, spatial audio, Ambisonics, B-
format, 360 video

1. INTRODUCTION

Amplitude panning is a method for producing a spatial au-
dio image in which 2 or more waves combine coherently at
the listener position, each carrying the same signal but inde-
pendent gains. For some choices of plane wave directions
and gains the listener perceives an image, or phantom source,
from a definite direction, a phenomena known as summing
localisation [1]. The direction of the image can be varied con-
tinuously by varying the gains.

Below ≈ 1000Hz the perception of image direction is
mainly determined by the Interaural Time Difference (ITD)
cue. In this frequency range, a central stereo image, produced
by panning with 2 loudspeakers, is unstable. If the listener
faces straight ahead the image is also straight ahead. As the
listener turns away from this direction the image moves in
the direction of the listener, as illustrated in Fig. 1 [2, 3, 4].
A typical scene contains multiple images in different direc-
tions, so at any moment images that are not directly ahead
of the listener or inline with a loudspeaker will be distorted.
The distortion is greater when the angle between the loud-
speakers, viewed from the listener, is increased. For example
the listener can approach a stereo pair until the loudspeakers
are 180◦ apart. In this position an image panned to the cen-
tre would be completely unstable. Producing consistent ITD
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Fig. 1. The black dot indicates the direction of the image
when 2 loudspeakers each have the same signal, for different
head directions.

cues when the head rotates, otherwise known as dynamic ITD
cues, is important for localisation [1, 5, 6, 7].

The change in the panned image direction when the head
is rotated is caused by the ITD cue not matching that of a static
source for each head angle. Compensated Amplitude Panning
(CAP), is an extension of conventional panning methods in
which the ITD cues are corrected by modifying the gains to
take account of the head orientation of the listener [8]. Track-
ing the listener accurately in real-time with low latency is a
challenging requirement for this system. However such track-
ing technology is progressing rapidly, driven by a wide range
of applications.

CAP was initially developed for 2 loudspeaker reproduc-
tion (Stereo-CAP), which produces more stable images than
conventional stereo across the front stage. Further more, the
method can produce images in any direction, because the ITD
is reproduced accurately for nearly all head orientations. In
particular dynamic ITD cues generated by small head move-
ments allow the resolution of front-back ambiguities, and pro-
vide elevation cues.

To cover the full bandwidth CAP can be combined with
high frequency reproduction methods. CAP requires only 2
loudspeakers that are capable of driving the ITD frequency
range, while the high frequency range can be driven using
smaller and lighter loudspeakers, that are practical to use in
higher numbers. Energy based panning, or Vector Base Inten-
sity Panning (VBIP) [9] can be combined with Stereo-CAP to
provide a very stable full bandwidth front stage. Stereo-CAP
provides low frequency coverage elsewhere, which is useful
for immersive ambience and reverberation. High frequency
coverage can also be provided in all directions using cross-
talk cancellation [10, 11].
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An extension to Stereo-CAP for near-field images has
been made by matching the low frequency ILD (Inter-aural
Level Difference) to that of a near source. This is possible
using complex panning gains realized with a 1st order filter
[12].

For a low frequency spherical head model, [8], the con-
dition that the ITD and ILD cues match with the target plane
wave can be formulated as

r̂R · (r̂I − rV ) = 0 (1)

where r̂I is the direction of the image, r̂R is the inter-aural
axis, and rV is the Makita localisation vector that represents
the sound field at low frequencies [13, 8]. If the field is pro-
duced by panning, the waves at the listener can be approxi-
mated as plane waves provided the listener is not so close to
the loudspeakers that near-field cues are significant. In this
case the Makita vector is given by

rV =

∑
gir̂i∑
gi

(2)

where gi are the gains of the source signal at the listener, and
r̂i are the direction vectors of the loudspeakers relative to the
listener [8]. The gains at the loudspeakers are compensated
for the variable distance to the loudspeakers. Since the wave
amplitude falls by 1/r the compensated loudspeaker gains are
rigi. Also delays are introduced to the loudspeaker feeds so
that the signals at the listener are in phase. These compensa-
tions depend on accurate knowledge of the ambient speed of
sound, as well as the distances.

Non-trivial solutions for the Stereo-CAP gains can be
found using the constraint (1) and an additional constraint
normalising the total gain, which fixes the overall level,

g1 =
r̂R · (r̂I − r̂2)

r̂R · (r̂1 − r̂2)
g2 =

r̂R · (r̂I − r̂1)

r̂R · (r̂2 − r̂1)
(3)

These panning laws were tested objectively by calculating the
resulting cues at different frequencies for a KEMAR dummy
head [8]. The perceived directional error was then calculated
and found to be within a Minimum Audible Angle (MMA)
[14] for a wide range of target images and head orientations.
Subjective tests were carried out to evaluate the stability of
images in all directions. Dynamic head tracking was used to
allow natural unrestricted listening. The tests showed that im-
ages between loudspeakers were improved, and further more
stable images could now be created in all other directions.

It is helpful to visualise the 3-dimensional vectors in the
solution. Fig. 2 shows a plan view of these vectors. This
is called a Makita diagram here since each point on this di-
agram corresponds to a value of rV , rather than a position
in 3-dimensional space. The dotted circle is a cross section
through a sphere of radius 1. A point rV on the circle or
sphere corresponds to a plane wave, such as that from a distant
loudspeaker or source. The dotted line represents a plane per-
pendicular to the page containing all the values of rV of sound
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Fig. 2. Makita diagram for Stereo CAP, in plan view, for a
listener facing towards left of centre of the stereo array. The
Makita vector is to the right of centre in order to keep the
image central. Shown are loudspeaker directions r̂1, r̂2 the
inter-aural direction r̂R, image direction r̂I and Makita vector
rV

fields that produce an image r̂I . The image is not unique,
since there is a circle of consistent images, where the plane
intersects with the sphere, the cone of confusion. The dashed
line shows the values of rV that can be produced by panning
using the 2 loudspeakers. Where the plane and line cross is
the single value of rV that can produce the image using stereo
panning. The method is valid whatever the direction of the
image, even if it is behind or above.

The panning gains are positive for values of rV between
r̂1 and r̂2. Outside this region, one of the gains is negative,
and there is cancellation of the pressure at the listener. The
cancellation implies the sum of gain magnitudes

∑
|gi| is

greater than the sum of gains
∑
gi. Since the reproduction

error due to each gain generally accumulates, then for given∑
gi the total error increases as the sum of gain magnitudes∑
|gi|, and degree of cancellation. Reproduction error is due

to inaccuracies in the head model, the audio hardware, and
the tracking of the listener and loudspeakers.

If the listener faces towards the side of the loudspeakers,
the plane and line become close to parallel, and the denomi-
nators vanish. The gains become large and polarised, and the
error increases. The common gain due to the denominators
can be limited, however the perceived image level will fade.
This issue has been solved by extending CAP for 3 or more
loudspeakers [15].

The gain encoding equations (3) are inherently objected-
based. A pair of gains is produced for a single image in
the direction r̂I . The loudspeaker signals for multiple im-
ages can be summed to produce a scene containing these im-
ages. In the next section a decoding method is derived that
converts a channel-based Ambisonic signal directly to stereo
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loudspeaker signals, which are equivalent to those produced
by summing stereo-CAP signals.

2. AMBISONIC DECODING

The loudspeaker signals L1, L2 for several images can be
formed by summing the separate image signals. The image
signals are written In where the index n is over the set of im-
ages. The gain for the ith loudspeaker and nth image is gi,n.
Then the first loudspeaker signal is

L1 =
∑
n

g1,n In (4)

Substituting for the gain definition in (3), and separating
summed terms,

L1 =
1

r̂R · (r̂1 − r̂2)

∑
r̂R · (r̂In − r̂2) In (5)

=
r̂R

r̂R · (r̂1 − r̂2)
· (
∑

r̂InIn − r̂2
∑

In) (6)

The terms
∑

r̂InIn and
∑
In identify with components of a

1st order Ambisonic signal, or B-format signal, (W,X, Y, Z)
that encodes all the sources, [16]. The components of r̂In are
direction cosines of the image direction vectors, and so coin-
cide with the B-format figure-of-eight encoding directivities
for the signals X,Y, Z. Then,

L1 =
r̂R

r̂R · (r̂1 − r̂2)
·

XY
Z

−√2W r̂2

 (7)

Similarly for the other loudspeaker,

L2 =
r̂R

r̂R · (r̂2 − r̂1)
·

XY
Z

−√2W r̂1

 (8)

The
√
2 factor is included to match the weightings used in the

original B-format definition. Other normalisations are used,
and require different weightings.

A more general solution for two or more loudpseakers,
is given by Multichannel CAP (MCAP) [15]. This solution
minimises the total radiated energy, which is usually the main
source of error in a reverberant space:

gi =
(ηφ− β)αi + γ − βφ

r2i (γη − β2)
(9)

where,
αi = r̂R · r̂i , φ = r̂R · r̂I (10)

η =
∑ 1

r2i
, β =

∑ αi

r2i
, γ =

∑ α2
i

r2i
(11)

The expression for the gains (12) can be rearranged to isolate
the dependence on image direction contained in φ,

gi =
φ(ηαi − β) + (γ − βαi)

r2i (γη − β2)
(12)

This can be written, for convenience, using two parameters
ai, bi,

ai =
ηαi − β

r2i (γη − β2)
bi =

γ − βαi

r2i (γη − β2)
(13)

so that,
gi = aiφ+ bi (14)

The gains for multiple images, indexed by n, can be written

gi,n = aiφn + bi (15)

since ai and bi depend only on the loudspeaker directions,
not the images. The loudspeaker signals are the sum over the
signals for each image,

Li =
∑
n

gi,nIn (16)

=
∑
n

(aiφn + bi)In (17)

=
∑
n

(ai r̂R · r̂In + bi)In (18)

= air̂R ·
∑
n

r̂InIn + bi
∑
n

In (19)

As for the stereo case, the sums can be identified with B-
format signals,

Li = air̂R ·

XY
Z

+
√
2 biW (20)

The decoding formula (7), (8) and (20) have been checked
by substituting in the initial conditions. The method will be
referred to as B-format CAP (BCAP) for short. The derivation
shows that the decoding formulae apply to any B-format sig-
nal composed of discrete image signals. Furthermore, since
any field can be decomposed with arbitrary precision using
plane waves, they apply to a B-format signal derived from
any scene, recorded or synthesized, possibly containing near
or diffuse sources, or reverberation.

CAP is valid in the low frequency range up to ≈ 1000
Hz. The decoding formula show that 1st order B-format en-
coding in this frequency range is sufficient to encode a scene
that is then decoded with BCAP. This is expected because for
conventional Ambisonic reproduction 1st order encoding is
sufficient in this frequency range.

Discrete CAP allows the listener to change position while
keeping the desired image directions. This allows images to
be located in the near or far-field using parallax cues. BCAP,
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however produces fixed image directions that are indepen-
dent of the listener’s position, so there is no parallax variation
and the overall scene appears distant, providing there are no
conflicting near-field cues. For the case of a moving listener
BCAP is useful for encoding a background scene or bed. Ad-
ditional foreground images can be produced using the original
discrete panning CAP formulation.

BCAP and other CAP variants have been implemented in
a real-time C++ / Python framework for spatial sound ren-
dering, called the Versatile Interactive Software Rendering
framework (VISR) [17]. Software plugins have been produced
that run on digital audio workstation software. This envi-
ronment allows different test cases to be created quickly and
compared side by side.

3. PERFORMANCE

By construction, BCAP produces identical loudspeaker sig-
nals to those produced by applying CAP to the component
signals and summing. In particular objective and subjective
performance for discrete images is identical to that reported
previously for CAP reproduction [8, 18]. The process is linear
and filterless and the so transients are not smeared (A cross-
over filter maybe introduced if used to separate low frequen-
cies from broadband source signals). The ill-conditioning,
when the listener faces to the sides, remains in the stereo
BCAP case, and can be managed by limiting the gains, as
before. For the multichannel case the ill-conditioning is re-
moved, and the listener can change orientation without any
artefacts.

BCAP is particularly useful for rendering complex dif-
fuse backgrounds, including reverberation, either synthesized
or recorded using 3D microphones. In principle these could
be created using instances of CAP, but this would be very in-
efficient.
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