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ABSTRACT

It is commonly believed that multipath hurts various audio process-
ing algorithms. At odds with this belief, we show that multipath in
fact helps sound source separation, even with very simple propaga-
tion models. Unlike most existing methods, we neither ignore the
room impulse responses, nor we attempt to estimate them fully. We
rather assume to know the positions of a few virtual microphones
generated by echoes and we show how this gives us enough spatial
diversity to get a performance boost over the anechoic case. We show
improvements for two standard algorithms—one that uses only mag-
nitudes of the transfer functions, and one that also uses the phases.
Concretely, we show that multi-channel non-negative matrix factor-
ization aided with a small number of echoes beats the vanilla variant
of the same algorithm, and that with magnitude information only,
echoes enable separation where it was previously impossible.

Index Terms— Source separation, echoes, room geometry,
NMF, multi-channel.

1. INTRODUCTION

Source separation algorithms can be grouped according to how they
deal with sound propagation: those that ignore it [1], those that as-
sume a single anechoic path [2], those that model the room transfer
functions (TFs) entirely [3, 4], and those that attempt to separately
estimate the contribution of the early echoes and the contribution
of the late tail [5]. In this paper we propose yet another route: we
assume knowing the locations of a few walls relative to the micro-
phone array, which enables us to exploit the associated virtual mi-
crophones. This assumption is easy to satisfy in living rooms and
conference rooms, but the corresponding model incurs a significant
mismatch with respect to the complete reverberation. We show that
it nonetheless gives sizable performance boosts while being simple
to estimate. The approach we propose is reminiscent of acoustic rake
receivers [6]; we thus call it separake.

A typical setup is illustrated in Figure 1. We consider J sources
emitting from J distinct directions of arrival (DOAs) {θj}Jj=1, and
an array of M microphones. The array is placed close to a wall or
a corner. There are two reasons why this is useful: first, it makes
echoes from the nearby walls significantly stronger than all other
echoes; second, it ensures that the resulting virtual array (real and
virtual microphones) is compact. The latter justifies the far field as-
sumption which in turn simplifies exposition.

Real and virtual microphones form dipoles with diverse frequency-
dependent directivity patterns. Our goal is to design algorithms

The research presented in this paper is reproducible. Code and data are
available at http://github.com/fakufaku/separake. Ivan Dok-
manić was supported by a Google Faculty Research Award.
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Fig. 1: Typical setup with two speakers recorded by two microphones. The
illustration shows the virtual microphone model (grey microphones) with di-
rect sound path (dotted lines) and resulting first-order echoes (colored lines)

which benefit from this known spatial diversity.
Echoes have been used previously to enhance various audio pro-

cessing tasks. It was shown that they improve indoor beamform-
ing [6, 7, 8], aid in sound source localization [9], and enable low-
resource microphone array self-localization [10]. They have, how-
ever, rarely been analyzed in the context of source separation with
non-negative source models.

1.1. Our Goal and Main Findings

Our emphasis here is different than that in [5]. Rather than fitting
the echo model, we aim to show that separation in the presence of
echoes is in fact better than separation without echoes. We ask the
following questions:

1. Is speech separation with echoes fundamentally easier than
speech separation without echoes? Are there specific settings
where this is true or false?

2. Is it necessary to fully model the reverberation or can we get
away with a geometric perspective where we know the loca-
tions of a few virtual microphones?

To answer these questions we set up several simple experiments. We
take two standard, well-understood multi-channel source separation
algorithms which estimate the channel (the TFs), and instead of up-
dating the channel estimate we simply fix it to the TFs of real and
a few virtual microphones. The first algorithm—non-negative ma-
trix factorization (NMF) via multiplicative updates (MU)—only uses
the magnitudes of the transfer functions, while the second one—
expectation maximization (EM)—also uses the phases. In this initial
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investigation we look at the (over)determined case (J ≤ M ), leav-
ing the analysis of the underdetermined case to future work. Our
findings can be summarized as follows:

• (MU) With magnitudes only, multi-channel anechoic separa-
tion is hardly any better than single-channel separation: as the
magnitude of the transfer functions is the same at all micro-
phones, channel modeling offers no diversity. The situation
is different in rooms where the direction-dependent magni-
tude of TFs varies significantly from microphone to micro-
phone. We show that replacing the transfer functions with
a few echoes (even just one) gives significant performance
gains compared to not modeling the TFs at all, but also that
it does better than learning the TFs through multiplicative
updates.

• (EM) With both phases and magnitudes, anechoic separation
will be near-perfect since it corresponds to a determined lin-
ear system. Therefore, any uncertainty from imperfections
in channel modeling will make things worse. Surprisingly,
approximating the TFs with one echo matches learning them
through EM updates and using more outperforms it.

For a sneak peak at the gains, fast forward to Figure 3.

2. MODELING

Suppose J sources emit inside the room and we have M micro-
phones. Each microphone receives

ym(t) =

J∑
j=1

cjm(t),

with cjm being the spatial image of the jth source at the mth micro-
phone. Spatial images are given as

cmj(t) = (xj ∗ hjm)(t),

where hjm is the room impulse response between the source j and
microphonem. The room impulse response is a central object in this
paper. We model it as

hjm(t) =

K∑
k=0

αk
jmδ(t− tkjm) + εjm(t),

where the sum comprises the line-of-sight propagation and the earli-
est K echoes we want to account for (at most 6 in this paper), while
the error term εjm(t) collects later echoes and the tail of the rever-
beration. We do not assume ejm(t) to be known. We assume that
the sources are in the far field of real and virtual microphones so the
times tkjm depend only on the source DOAs which we assume are
known. Assuming K echoes per source are known, we can form an
approximate TF from source j to microphone m,

Ĥj,m(ejω) =

K∑
k=0

α̂k
jme

−iωt̂kjm . (1)

We only assume relative arrival times and amplitudes to be known,
that is t̂jm = tkjm − t0jm and α̂k

jm = αk
jm/α

0
jm, respectively. In

practice, these parameters can be estimated [11]. In addition, we as-
sume all walls to be spectrally flat in the frequency range of interest.

As usual, we process by frames. In the short-time Fourier trans-
form (STFT) domain the mth microphone signal reads

Ym[f, n] =

J∑
j=1

Ĥjm[f ]Xj [f, n] +Bm[f, n] (2)

with f and n being the frequency and frame index, Xj [f, n] the
STFT of the jth source signal, and Bm[f, n] a term including noise
and model mismatch. It is convenient to group the microphone ob-
servations in vector form,

Y[f, n] = Ĥ[f ]X[f, n] + B[f, n]. (3)

where Y[f, n] =
[
Ym[f, n]

]
m

, Ĥ[f ] =
[
Ĥjm[f, n]

]
m,j

, X[f, n] =[
Xj [f, n]

]
j
, and B[f, n] =

[
Bm[f, n]

]
m

. Let the squared magni-

tude of the spectrogram of the jth source be Pj =
[
|Xj [f, n]|2

]
fn

.
We postulate a non-negative factor model for Pj :

Pj = DjZj , (4)

where Dj is the non-negative dictionary, and the latent variables Zj

are called activations. Source separation can then be cast as an infer-
ence problem in which we maximize the likelihood of the observed
Y over all possible non-negative factorizations (4). This normally
involves learning the channel (frequency-domain mixing matrices).
Instead of learning, we fix the channel to the earliest few echoes.

3. SOURCE SEPARATION BY NMF

To evaluate the usefulness of echoes in source separation, we mod-
ify the multi-channel NMF framework of Ozerov and Févotte [3]
as follows. First, we introduce a dictionary learned from available
training data. We explore both speaker-specific and universal dic-
tionaries [12]. Speaker-specific dictionaries can be beneficial when
speakers are known in advance. Universal dictionary is more ver-
satile but gives a weaker regularization prior. Second, rather than
learning the TF from the data, we use the approximate model of (1).
In the following we briefly describe the two algorithms used.

3.1. NMF using Multiplicative Updates (MU-NMF)

Multiplicative updates for NMF only involve the magnitudes and
are simpler than the EM updates. The updates are guaranteed non-
negative as long as the intitialization is. They have been originally
proposed by Lee and Seung [13]. We use the Itakura-Saito diver-
gence [14] between the observed multi-channel squared magnitude
spectra Vm = [|Ym[f, n]|2]fn and their non-negative factorizations,

V̂m =

J∑
j=1

diag(Qjm)DjZj , m = 1, . . . ,M (5)

where Qjm =
[
|Ĥjm[f ]|2

]
f

is the vector of squared magnitudes
of the approximate TF between microphone m and source j. We
add an `1-penalty term to promote sparsity in the activations due to
the potentially large size of the universal dictionary [12]. The cost
function is thus

CMU(Zj) =
∑
mfn

dIS(Vm[f, n]|V̂m[f, n]) + γ
∑
j

‖Zj‖1, (6)
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where dIS(v|v̂) = v
v̂
− log v

v̂
− 1. By adapting the original MU

rule derivations from Ozerov and Févotte, we obtain the following
regularized MU update rule:

Zj ← Zj �

∑
m(diag(Qij)Dj)

>
(
Vj � V̂−2

j

)
∑

m(diag(Qij)Dj)>V̂−1
j + γ

, (7)

where multiplication �, power, and division are element-wise.
Importantly, neglecting the reverberation (or working in the ane-

choic regime) leads to a constant Qjm for all j and m. A conse-
quence is that the MU-NMF framework breaks down with a uni-
versal dictionary. Indeed, (5) becomes the same for all m, V̂m =∑

j DZj = D
∑

j Zj , so even with the correct atoms identified,
we can assign them to any source without changing the value of the
cost function. Therefore, anechoic multi-channel separation with a
universal dictionary cannot work well. This intuitive reasoning is
corroborated by numerical experiments in Section 4.3. Of course,
in line with the message of this paper, this problem is overcome by
using echoes.

3.2. NMF using Expectation Maximization (EM-NMF)

Unlike the MU algorithm that independently maximizes the log-
likelihood of TF magnitudes, EM-NMF maximizes the joint log-
likelihood over all complex-valued channels [3]. Hence, it takes into
account observed phases. Each source j is modeled as the sum of
components with complex Gaussian priors of the form ck[f, n] ∼
CN
(
0, dfkzkn

)
such that

Xj [f, n] ∼ CN (0, (DjZj)fn) , (8)

and the magnitude spectrum Pj of (4) can be understood as the
variance of source j. Under this model, and assuming uncorrelated
noise, the microphone signals also follow a complex Gaussian dis-
tribution with covariance matrix

ΣY[f, n] = Ĥ[f ]ΣX[f, n] Ĥ
H [f ] + ΣB[f, n], (9)

and the negative log-likelihood of the observed signal is

CEM(Zj) =
∑
fn

trace
(
Y[f, n]Y[f, n]HΣ−1

Y [f, n]
)
+ log detΣY[f, n].

This quantity can be efficiently minimized using the EM algo-
rithm proposed in [3]. We modify the original algorithm by fixing
the source dictionaries Dj and the early-echo channel model Ĥ[f ]
throughout the iterations. Since adding sparsity priors is not straight-
forward in the EM framework, the universal dictionary was left for
future work.

4. NUMERICAL EXPERIMENTS

We test our hypotheses through computer simulations. In the follow-
ing, we describe the simulation setup, dictionary learning protocols,
and we discuss the results.

4.1. Setup

An array of three microphones arranged on the corners of an equi-
lateral triangle with edge length 0.3 m is placed in the corner of a
3D room with 7 walls. We select 40 sources at random locations at
a distance ranging from 2.5 m to 4 m from the microphone array.
Pairs of sources are chosen so that they are at least 1 m apart. The

0.00 0.05 0.10 0.15
Time [s]

6 m

3 m

4 m

5 m

2.5 m

4 m

Fig. 2: Left, a typical simulated RIR. Right, the simulated scenario.

Number of echoes K

anechoic learn 0 1 2 3 4 5 6

γ = 10 10−1 10 10−3 0 0 0 0 0

Table 1: Value of the regularization parameter γ used with the universal
dictionary.

floor plan and the locations of microphones are depicted in Figure 2.
The scenario is repeated for every two active sources out of the 780
possible pairs.

The sound propagation between sources and microphones is
simulated using the image source model implemented in pyrooma-
coustics Python package [15]. The wall absorption factor is set to
0.4, leading to a T60 of approximately 100 ms. An example RIR is
shown in Figure 2. The sampling frequency is set to 16 kHz, STFT
frame size to 2048 samples with 50% overlap between frames, and
we use a cosine window for analysis and synthesis. Partial TFs are
then built from the K nearest image microphones. The global delay
is discarded.

With this setup, we perform three different experiments. In the
first one, we evaluate MU-NMF with a universal dictionary. In the
other two, we evaluate the performance of MU-NMF and EM-NMF
with Speaker-specific dictionaries. We vary K from 1 to 6 and use
three baseline scenarios:

1. anechoic: Anechoic conditions, no model mismatch.

2. learn: The TFs are learned from the data along the activations
as originally proposed [3].

3. no echoes: Reverberation is present but ignored (i.e. K = 0).

With the universal dictionary, the large number of latent variables
warrants the introduction of sparsity-inducing regularization. The
value of the regularization parameter γ was chosen by a grid search
on a holdout set with the signal-to-distortion ratio (SDR) as the figure
of merit [16] (Table 1).

4.2. Dictionary Training, Test Set, and Implementation

Universal Dictionary: Following the methodology of [12] we select
25 male and 25 female speakers and use all available training sen-
tences to form the universal dictionary D = [DM

1 · · ·DM
25 DF

1 · · ·DF
25].

The test signals were selected from speakers and utterances outside
the training set. The number of latent variables per speaker is 10 so
that with STFT frame size of 2048 we have D ∈ R1025×500.

Speaker-Specific Dictionary: Two dictionaries were trained on
one male and one female speaker. One utterance per speaker was
excluded to be used for testing. The number of latent variables per
speaker was set to 20.
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(a) MU-NMF, Universal dictionary
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(b) MU-NMF, Speaker-specific dictionary
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(c) EM-NMF, Speaker-specific dictionary

Fig. 3: Distribution of SDR and SIR for male and female speakers as a function of the number of echoes included in modeling, and comparison with the three
baselines.
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Fig. 4: Summary of the median SDR and SIR for the different algorithms
evaluated.

All dictionaries were trained on samples from the TIMIT corpus
[17] using the NMF solver in scikit-learn Python package [18].

Implementation: Authors of [3] provide a Matlab implementa-
tion of MU-NMF and EM-NMF methods for stereo separation. We
ported their code to Python and extended it to arbitrary number of
input channels.1 The number of iterations for MU-NMF (EM-NMF)
was set to 200 (300) and simulated annealing in EM-NMF imple-
mentation was disabled.

4.3. Results

We evaluate the performance in terms of signal-to-distortion ratio
(SDR) and source-to-interference ratio (SIR) as defined in [16]. We
compute these metrics using the mir eval toolbox [19].

The distributions of SDR and SIR for separation using MU-
NMF and a universal dictionary are shown in Figure 3a, with a sum-
mary in Figure 4. We use the median performance to compare the
results from different algorithms. First, we confirm that separation
fails for flat TFs (anechoic and K = 0) with SIR at around 0 dB.
Learning the TFs performs somewhat better in terms of SIR than in
terms of SDR, though both are low. Introducing approximate TFs
dramatically improves performance: the proposed approach outper-

1Our implementation and all experimental code are publicly available in
line with the philosophy of reproducible research.

forms the learned approach even with a single echo. With up to six
echoes, gains are +2 dB SDR and +5 dB SIR. Interestingly, with
more than one echo, `1 regularization becomes unnecessary; non-
negativity and echo priors are sufficient for separation.

Separation with speaker-dependent dictionaries is less challeng-
ing since we have a stronger prior. Accordingly, as shown in Fig-
ures 3b and 4, MU-NMF now achieves a certain degree of separation
even without the channel information. The gains from using echoes
are smaller, though one echo is still sufficient to match the median
performance of learned TFs. Using an echo, however, results in a
smaller variance. Adding more echoes further improves SDR (SIR)
by up to +2 dB (+3 dB).

In the same scenario, EM-NMF (Figure 3c) has near-perfect per-
formance on anechoic signals which is expected as the problem is
overdetermined. For MU, a single echo suffices to reach the per-
formance of learned TFs and further improve it. Moreover, echoes
significantly improve separation quality as illustrated by up to 3 dB
improvement over learn. It is interesting to note that in all experi-
ments the first three echoes near-saturate the metrics. This is good
news since higher order echoes are hard to estimate.

5. CONCLUSION

In this paper we began studying the role of early echoes in sound
source separation—a challenging task in computational auditory
scene analysis. We found that a simple echo model not only im-
proves performance, but it also enables separation in conditions
where it is otherwise not possible. One such example is separa-
tion with non-negative speaker-independent models. Echoes seem
to play an essential role in magnitude-only algorithms like non-
negative matrix factorization via multiplicative updates. They im-
prove separation as measured by the standard metrics even when
compared to approaches that learn the transfer functions. We be-
lieve these results are only a first step in understanding the potential
of echoes in computational auditory scene analysis. They suggest
that simple models used in this paper could be used as regularizers
in other common audio processing tasks. Ongoing work includes
running real experiments, studying the underdetermined case, and
blindly estimating the wall parameters.
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