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ABSTRACT 

 

In non-destructive testing of three-dimensional media, the 

total focusing method (TFM) draws attentions of numerous 

researchers owing to its ability to provide image with superior 

quality. But its application in multilayered media is limited 

by the computation complexity of calculating point of 

incidence (POI) and increased quantity of acquired ultrasonic 

data. This paper presents a novel 3D-TFM called linear scan-

conversion (LSC) 3D-TFM for the imaging of 3D 

multilayered media, which uses the scan-conversion 

algorithm of line segment to substitute traditional ray-tracing 

method to calculate POI. The iterative computations in ray-

tracing method can be avoided, which reduces the time 

complexity by one order of magnitude. The simulation 

experiment indicates that LSC 3D-TFM speeds up the 

imaging process 28 times while maintaining the same result. 

 

Index Terms—Ultrasonic phased array, Multi-layered 

object, Total focusing method, Full matrix capture 

 

1. INTRODUCTION 

 

In non-destructive testing (NDT), ultrasonic phased-array 

systems are becoming more and more attractive to 

researchers due to their flexibility and simplicity. An 

advanced data acquisition technique full matrix capture 

(FMC) and its post-processing algorithm total focusing 

method (TFM) [1] are frequently used in industrial inspection 

[2] [3] [4] [5] because of its benefits in defect characterization 

and image resolution.  

In the inspection process, a phased array need to be 

coupled with the tested object, which is proved to be 

problematic if its surface is non-planar. One way to overcome 

this problem is using a phased-array where every phased-

array element is flexible to tightly contact the tested object [6] 

[7] [8], but manufacture such a flexible phased array is more 

complicated and costly. The most common used solution is 

coupling the tested object via an intermediary medium such 

as water, which is referred as immersion testing. 

In the imaging of multilayered object such as immersion 

testing, the sound wave is refracted when it reaches the 

interface between different media. To acquire the accurate 
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sound propagation path, the Snell’s law and Fermat’s 

principle are introduced to calculate the point of incidence 

(POI) [9] [10] [11]. TFM is combined with ray-tracing 

method [12] [13] to acquire an accurate image of 

multilayered object’s structure. But both the iterative 

calculation of POI and TFM require high computational 

power, especially for three-dimensional object, which 

restricts its practical application. There has been multiple 

methods to improve the performance of TFM. Using GPU 

hardware to accelerate the imaging process is proved to be 

the most effective way owing to its high parallelizability [14] 

[15] [16], but it needs appropriate platform and additional 

programming. Although reducing the number of phased array 

element without changing the effective aperture can also 

speed up the imaging process, other problems such as side 

lobes may affect the precision of the result image [17]. By 

extending the phased shift migration (PSM), the frequency-

domain TFM [18] [19] [20] is proposed to eliminate the time-

consuming calculation of POI, which brings a tremendous 

improvement compared to time-domain TFM, but it can’t 

deal with objects with irregular interface profile. 

Based on the scan-conversion algorithm of line segment 

in computer graphics, the motion trajectory method is capable 

of acquiring multiple incident points simultaneously [16]. 

This paper extends this algorithm to the three-dimensional 

multilayered object, which makes real-time 3D imaging 

possible. 3D ultrasonic data can be acquired by 2D phased 

array or using 1D array to sweep across the tested object [21] 

[22]. This paper focuses on 2D phased array to acquire 

ultrasonic data. 

 

2. ALGORITHM THEORY 

 

2.1. Total focusing method combined with ray-tracing 

 

Based on delay-and-sum principle, total focusing method 

(TFM) is able to achieve focus at every point. The pixel value 

of 𝑝(𝑥, 𝑦, 𝑧) in the result image is expressed as follows: 

 𝐼[𝑝(𝑥, 𝑦, 𝑧)] = ∑ ∑ 𝑆𝑡,𝑟(𝑇𝑡(𝑥, 𝑦, 𝑧) + 𝑇𝑟(𝑥, 𝑦, 𝑧))𝑁−1
𝑟=0

𝑁−1
𝑡=0 (1) 

Where 𝑁 is the number of elements in the phased array, the 

subscripts 𝑡  and 𝑟  denote the indices of transmitter and 

receiver respectively, 𝑆𝑡,𝑟  represents the received signal 

corresponding to the transmitter-receiver pair (𝐸𝑡 , 𝐸𝑟)  and 
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𝑇𝑡(𝑥, 𝑦, 𝑧)(𝑜𝑟 𝑇𝑟(𝑥, 𝑦, 𝑧)) is the ultrasound transmission time 

from 𝐸𝑡(𝑜𝑟 𝐸𝑟) to 𝑝(𝑥, 𝑦, 𝑧). 

 

  
(a)                                        (b) 

Fig. 1.  Total focusing method combined with ray-tracing. 

(a) Sound propagation path in multilayered object. Every 

pixel 𝒑′ on refractive vector shares the same incident point 

𝑷𝒕. (b) Iterative method to calculate POI in 3D tested object. 

For imaging of multilayered object, the sound 

propagation path in Fig. 1(a) is refracted because of sound 

speed variation in the different layers. To acquire accurate 

propagation path, the point of incidence (POI) need to be 

located. There exists three main algorithms to calculate POI: 

the iterative, analytical and numerical methods [10]. The 

iterative method is suitable for both planar and non-planar 

interface, which becomes the most common used method: as 

is shown in Fig. 1(b), for every point 𝑃𝑡  on the interface 

within the element’s effective aperture, calculate the 

transmission time along the propagation path 𝐸𝑡 → 𝑃𝑡 → 𝑝: 
|𝐸𝑡𝑃𝑡|

𝑣1
+

|𝑃𝑡𝑝|

𝑣2
. According to Fermat’s Law, the point of 

incidence is the one with the minimum transmission time. 

 

2.2. 3D motion trajectory method 

 

As is shown in Fig. 1(a), every point on the identical 

propagation path shares the same POI [16]: 𝐸𝑡𝑃𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   and 𝑃𝑡𝑝⃗⃗⃗⃗⃗⃗  are 

the incident vector and refractive vector respectively, where 

𝑃𝑡  represents the incident point. For every point 𝑝′ on line 

𝑃𝑡𝑝, the corresponding POI between 𝐸𝑡 and 𝑝 is also 𝑃𝑡.  

For every point 𝑃𝑡 on the interface within 𝐸𝑡’s effective 

aperture, when the beam emitted by element 𝐸𝑡  arrives at 

point 𝑃𝑡 , we calculate the refraction vector based on the 

Snell’s law, then adapt the line scan-conversion algorithm in 

computer graphics to acquire the coordinate of point on the 

refraction vector 𝑃𝑡𝑝⃗⃗⃗⃗⃗⃗ . Therefore, for every point 𝑝′ on 𝑃𝑡𝑝⃗⃗⃗⃗⃗⃗ , its 

transmission time is 𝑇𝑡(𝑝
′) =

|𝐸𝑡𝑃𝑡|

𝑣1
+

|𝑃𝑡𝑝′|

𝑣2
. 

Based on the identical principle, motion trajectory 

method is extended into the ultrasonic imaging of 3D 

multilayered object. First, all points within the element’s 

sound field is divided into multiple regions. Then for each 

region, linearly interpolate line segments to pass through 

every point in this region. 

  
(a)                                        (b) 

  
(c) 

Fig. 2.  3D motion trajectory method. (a)Divide pixels on 

the interface into tuples. Each tuple contains three adjacent 

points. (b) Every tuple corresponds to a region bounded by 

the refraction vector. Linearly interpolate line segments to 

cover all points in this region. (c) Three parameters 𝜶, 𝜷, 𝜸 

to locate 𝑨𝒊 in triangle ∆𝑹𝟏𝑹𝟐𝑹𝟑.  

Fig. 2(a) and Fig. 2(b) describe how to divide element’s 

sound field into multiple regions. All points on the interface 

within the element’s sound field are divided into multiple 

tuples where each tuple contains three adjacent incident 

points. Fig. 2(a) shows two different cases in dividing 

adjacent points into tuples. In case 1, four adjacent points 

𝑃1𝑃2𝑃3𝑃4  are divided into two result tuples 

(𝑃1𝑃2𝑃4), (𝑃2𝑃3𝑃4) . In case 2, the result tuples are 

(𝑄1𝑄3𝑄4), (𝑄1𝑄2𝑄4). 

For each tuple, calculate the refractive vectors of three 

points in this tuple. (𝑅1, 𝑅2, 𝑅3)  represents three incident 

points on the interface in one tuple, 𝑅1𝐷1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑅2𝐷2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑅3𝐷3
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   are 

their refractive vectors and 𝐷1, 𝐷2, 𝐷3  are on the lower 

boundary of the tested object. Therefore, the region 

corresponding to (𝑅1, 𝑅2, 𝑅3) is bounded by line segments 

𝑅1𝐷1, 𝑅2𝐷2, 𝑅3𝐷3 . However, every point 𝑝(𝑥, 𝑦, 𝑧)  within 

the region bounded by line segments 𝑅1𝐷1, 𝑅2𝐷2, 𝑅3𝐷3 is not 

passed by refraction vectors, whose transmission time 

𝑇𝑡(𝑥, 𝑦, 𝑧)  is still unknown. To calculate the transmission 

time of every point in the region, multiple lines are linearly 

interpolated between three refraction vectors. 

For every pixel 𝐵𝑖  within the triangle ∆𝐷1𝐷2𝐷3  in Fig. 

2(c), the position of 𝐵𝑖 = 𝛼𝐷1 + 𝛽𝐷2 + 𝛾𝐷3  can be 

described using three parameters 𝛼, 𝛽, 𝛾: 

 𝛼 =
𝑆∆𝐵𝑖𝐷2𝐷3

𝑆∆𝐷1𝐷2𝐷3

, 𝛽 =
𝑆∆𝐷1𝐵𝑖𝐷3

𝑆∆𝐷1𝐷2𝐷3

, 𝛾 =
𝑆∆𝐷1𝐷2𝐵𝑖

𝑆∆𝐷1𝐷2𝐷3

 (2) 

6514



Where 𝑆∆𝐷1𝐷2𝐷3
 is the square of the triangle ∆𝐷1𝐷2𝐷3  and 

𝛼 + 𝛽 + 𝛾 = 1 . 𝐵𝑖 ’s corresponding point 𝐴𝑖  in triangle 

∆𝑅1𝑅2𝑅3 is expressed as follows: 

  𝐴𝑖 = 𝛼𝑅1 + 𝛽𝑅2 + 𝛾𝑅3 (3) 

Hence, 𝐸𝐴𝑖
⃗⃗ ⃗⃗ ⃗⃗  ⃗  and 𝐴𝑖𝐵𝑖

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  are the incident vector and the 

refraction vector, respectively. Then the line scan-conversion 

algorithm is adapted to get every point on the refraction 

vector 𝐴𝑖𝐵𝑖
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ , the transmission time of every point in this 

region is acquired. 

The entire 3D motion trajectory method to calculate the 

transmission time 𝑇𝑡(𝑥, 𝑦, 𝑧) of every point in result image 

for element 𝐸𝑡 is described as follows: 

Algorithm 1 3D motion trajectory method 

Input: 𝐸𝑡(𝑥𝑡 , 𝑦𝑡 , 0), interface: 𝐵(𝑥, 𝑦, 𝑧) = 0. 

Output: 𝑇𝑡(𝑥, 𝑦, 𝑧),0 ≤ 𝑥 < 𝑋𝐿 , 0 ≤ 𝑦 < 𝑌𝐿 , 0 ≤ 𝑧 < 𝑍𝐿. 

1. Acquire all points on the interface within element’s 

sound field, then divide the acquired points into tuples 

(Fig. 2(a)). For every tuple (𝑅1, 𝑅2, 𝑅3), perform 2-3. 

2. Calculate the refraction vectors 𝑅1𝐷1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑅2𝐷2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑅3𝐷3
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   based 

on the Snell’s Law and linearly interpolate line segments 

𝐴𝑖𝐵𝑖  among the refraction vectors. For every line 

segment 𝐴𝑖𝐵𝑖 , perform 3. 

3. Adapt the line scan-conversion algorithm to get every 

point 𝑝′ on the line 𝐴𝑖𝐵𝑖 . The transmission time of 𝑝′ is 

𝑇𝑡(𝑝
′) =

|𝐸𝑡𝐴𝑖|

𝑣1
+

|𝐴𝑖𝑝′|

𝑣2
. 

 

2.3. LSC 3D-TFM 

 

Based on the 3D motion trajectory method, the entire LSC 

3D-TFM algorithm for the imaging of 3D multilayered object 

is shown in Algorithm 2. 

Algorithm 2 LSC 3D-TFM 

Input: the full matrix 𝑆𝑡,𝑟, 𝐸𝑘(𝑥𝑘 , 𝑦𝑘 , 0), 0 ≤ 𝑡, 𝑟, 𝑘 < 𝑁. 

Output: 𝐼(𝑥, 𝑦, 𝑧),0 ≤ 𝑥 < 𝑋𝐿 , 0 ≤ 𝑦 < 𝑌𝐿 , 0 ≤ 𝑧 < 𝑍𝐿. 

1. By assuming the tested object is homogeneous, the 

imaging algorithm for homogeneous 3D object is 

adapted to get the interface 𝐵(𝑥, 𝑦, 𝑧) = 0 between two 

different layers. 

2. For every element 𝐸𝑘 , 0 ≤ 𝑘 < 𝑁 in the phased array, 

adapt 3D motion trajectory method to calculate the 

transmission time 𝑇𝑘(𝑥, 𝑦, 𝑧) for every point 𝑝(𝑥, 𝑦, 𝑧) 

in the image. 

3. Use (1) to get the value of every point in the result 

image. 

 

In traditional TFM with ray-tracing, the time complexity 

of the iterative method is 𝑂(𝑋𝐿 ∙ 𝑌𝐿)  and the total time 

complexity to calculate the transmission time 𝑇𝑡(𝑥, 𝑦, 𝑧) for 

every element-pixel pair (𝐸𝑡 , 𝑝(𝑥, 𝑦, 𝑧)), 0 ≤ 𝑡 < 𝑁 is 𝑂(𝑁 ∙

𝑋𝐿
2 ∙ 𝑌𝐿

2 ∙ 𝑍𝐿). While in 3D motion trajectory method, the 

line scan-conversion algorithm with time complexity 𝑂(𝑍𝐿) 

is called 𝑂(𝑋𝐿 ∙ 𝑌𝐿) times. Therefore, the time complexity of 

step 2 in Algorithm 2 is 𝑂(𝑁 ∙ 𝑋𝐿 ∙ 𝑌𝐿 ∙ 𝑍𝐿) which improves 

the imaging procedure by two orders of magnitude. Besides, 

the iterative method involves lots of root-mean-square 

computations in calculating the transmission time and most 

calculations in LSC-TFM is addition and multiplication, 

which indicates an even better performance improvement. 

 

3. EXPERIMENT 

 

The immersion testing experiment is simulated by k-wave [23] 

software package in Matlab to get the full matrix. The 

structure of tested object is shown in Fig. 3. The number of 

elements in 2D phased array is 4*9=36. The size of the tested 

object is 2.5mm*5mm*5mm and the depth of the interface 

between different media is 2.25mm. There are three holes of 

diameter 0.1mm inside to simulate the defects of the object. 

The coordinates of three holes are (0.25mm, 1mm, 3.25mm), 

(0.75mm, 2mm, 3.75mm) and (1.25mm, 3mm, 4.25mm). 

The preprocessing 3D-TFM combined with ray-tracing 

and LSC 3D-TFM are used to process the full matrix acquired 

through simulation. All algorithms are running on a PC with 

Intel® Core™ i5-4210 CPU @ 1.7GHz and 4GB RAM and 

their result images are displayed in Fig. 4 (x-y plane) and Fig. 

5 (y-z plane), respectively. The range of pixel value in result 

images is [0, 255]. 

 

Fig. 3.  Structure of tested object. Three spherical holes 

inside the tested object. 

To easily compare the result images, the result image of 

the traditional TFM combined with ray-tracing (Fig. 4(a), Fig. 

5(a)) are selected as the reference. The difference images 

between the traditional TFM and LSC 3D-TFM (Fig. 4(b), 

Fig. 5(b)) are shown in Fig. 4(c) and Fig. 5(c). According to 

Fig. 4(c) and Fig. 5(c), the maximum difference is only 6 and 

the average absolute value of the difference image between 

both algorithms is 0.2685. The slight difference between both 

algorithms is caused by the line scan-conversion algorithm in 

3D motion trajectory method. As is shown in Fig. 6, to 

calculate the transmission time 𝑇𝑡(𝑝)  from element 𝐸𝑡  to 

pixel 𝑝, the propagation path in traditional TFM is 𝐸𝑡 → 𝑃𝑖 →

𝑝 and the transmission time is 𝑇𝑡(𝑝) =
|𝐸𝑡𝑃𝑖|

𝑣1
+

|𝑃𝑖𝑝|

𝑣2
. In LSC-
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TFM, the actual propagation path is 𝐸𝑡 → 𝑃𝑖 ′ → 𝑝′ and the 

corresponding time is 𝑇𝑡′(𝑝) =
|𝐸𝑡𝑃𝑖′|

𝑣1
+

|𝑃𝑖′𝑝′|

𝑣2
. Suppose the 

pixel pitch in result image is 𝐼𝑎 , we can get |𝑃𝑖𝑃𝑖 ′| <
𝐼𝑎

2
, 

|𝑝𝑝′| <
𝐼𝑎

2
. As 𝑣1 < 𝑣2,  

|𝑇𝑡(𝑝) − 𝑇𝑡′(𝑝)| < |
|𝑃𝑖𝑃𝑖′|

𝑣1

+
|𝑝𝑝′|

𝑣2

| <
𝐼𝑎
𝑣1

 

Therefore, the average absolute value of the difference 

image between both algorithms decreases as 𝐼𝑎  decrease, 

which can also be drawn from Table .1. 

  
(a)                                             (b) 

  
(c)                                             (d)  

Fig. 4. Result images at x-z plane constructed by (a) 

Preprocessing TFM with ray-tracing, processing time: 

2702.2s. (b) LSC 3D-TFM, processing time: 95.997s. (c) 

Difference image between (a) and (b). (d) Maximum 

amplitudes along the depth direction. Four peaks correspond 

to the interface and three holes. 

  
(a)                                              (b) 

  
(c)                                              (d)  

Fig. 5. Result images at y-z plane constructed by (a) 

Preprocessing TFM with ray-tracing. (b) LSC 3D-TFM. (c) 

Difference image between (a) and (b). (d) Maximum 

amplitudes along the depth direction. 

The maximum amplitudes along the depth direction are 

plotted in Fig. 4(d) (Fig. 5(d)). Every plot contains four peaks 

and both plots coincide with each other. The first peak 

indicates the interface between different media and the last 

three peaks corresponds to three holes in tested object, 

respectively. Thus, there are no difference in locating the 

defects in tested object between both algorithms, which 

verifies the correctness of LSC 3D-TFM. But the running 

time of LSC 3D-TFM (95.997s) is 28 times faster than the 

conventional algorithm (2702.2s). 

 

Fig. 6. The difference between traditional TFM with ray-

tracing and LSC-TFM in calculating the transmission time 

𝑻𝒕(𝒑). In LSC-TFM, 𝑷𝒊′ is acquired from interpolation 

between adjacent pixels on the interface and 𝒑′ is obtained 

from line scan-conversion algorithm. 

Table 1. The average difference between traditional TFM 

and LSC-TFM under different pixel pitch (𝑰𝒂). 

Pixel Pitch 𝑰𝒂 (mm) 0.1 0.0625 0.05 

Average Difference 0.7553 0.5485 0.2685 

 

4. CONCLUSION 

 

In the imaging of multilayered objects, the iterative method 

to calculate POI is adapted to acquire the accurate 

propagation path, which greatly increase its time complexity. 

This paper proposes a novel TFM algorithm LSC 3D-TFM 

which brings a great performance improvement. Combined 

with the line scan-conversion algorithm, the 3D motion 

trajectory method is able to get multiple incident points at the 

same time, which not only reduces the time complexity of the 

imaging algorithm, but also uses addition and multiplication 

to substitute the time-consuming root mean square 

calculation. The simulation experiment proves the 

correctness and effectiveness of LSC 3D-TFM by comparing 

its result image and running time to that of the traditional 

TFM with ray-tracing. Besides, further performance 

improvement can be achieved by combing LSC 3D-TFM 

with other existing optimization methods such as GPU. 
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