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ABSTRACT 

 

In imaging of multilayered object, total focusing method 

(TFM) combined with ray-tracing appeals to numerous 

researchers because of its superior image quality. But lots of 

iterative computation to calculate the incident points greatly 

increases its processing time. Based on line scan-conversion 

algorithm and Snell’s principle, this paper proposes an 

efficient method to calculate the incident point. By dividing 

the image area into multiple regions, the time-consuming 

iterative calculation of point of incidence (POI) is eliminated. 

After introducing this method into TFM, the time complexity 

of Region-Division (RD) TFM is reduced by one order of 

magnitude. The simulation experiments validate that the 

imaging speed of RD-TFM is improved dozens of times 

compared to traditional TFM with ray-tracing. Besides, RD-

TFM applies to multilayered objects with both planar and 

non-planar interface. 

 

Index Terms— Ultrasonic phased array, Multi-layered 

object, Total focusing method, Full matrix capture 

 

1. INTRODUCTION 

 

In non-destructive testing (NDT), the tested specimen with 

irregular surface profile needs to be immersed in water to be 

closely coupled with the phased array. Hence, the imaging of 

multilayered object has a wider range of application 

compared to homogeneous object. Considering that 

refraction occurs when sound wave propagates through the 

interface between different media, the point of incidence 

(POI) at the interface need to be located to get the accurate 

propagation path. Among all methods to calculate POI, the 

iterative method is applicable to arbitrary surface profile, 

which is in dominate position [1] [2].  

Recently, the total focusing method (TFM) is favored by 

plenty of researchers [3] [4] because it is capable of utilizing 

the maximum information acquired from the phased array 

and outperforms any other post-processing algorithm [5]. 

Therefore, TFM combined with ray-tracing is one of the most 

common used method for imaging of multilayered objects [6] 

[7]. However, both TFM and the iterative computation of POI 

require lots of computing power, which restricts its 
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application in real-time inspection. Lots of effort have been 

devoted to increasing its performance. For every (element, 

pixel) pair, precalculating and recording the time of flight 

from element to pixel can avoid plenty of repeated 

computation [8] [9]. Because of the high parallelizability of 

TFM, performing TFM in parallel over GPU is proved to be 

extremely effective, but this strategy requires more 

processing resource and appropriate distribution [10] [11]. 

Sparse array is another way to improve the performance of 

TFM, but greatly reducing the number of elements may affect 

the precision of the result image [12]. Compared to time-

domain TFM, frequency-domain TFM [13] [14] [15] [16] is 

able to remove the iterative computation of POI, which will 

bring a tremendous performance improvement, but most 

algorithms do not apply to irregular multilayered objects. 

Auto-focused virtual source imaging (AVSI) can also avoid 

the iterative calculation by creating virtual sources at the 

interface [17] [18], but the inspection process is different 

from traditional full matrix capture (FMC) and the coverage 

area becomes smaller.  

Inside of locating the incident for every (element, pixel) 

pair, the motion trajectory method presets the incident point, 

then acquire the pixel on the propagation path, but this 

method only deals with the situation that the transmitter and 

the receiver are identical [19]. Based on the identical 

principle, this paper divides the image area into multiple 

regions and the incident point in each region is already known, 

which avoids the interpolation between adjacent refractive 

vectors in motion trajectory method.  

The rest of this paper is organized as follows: section 2 

gives a detailed description of RD-TFM and compares its 

time complexity to preprocessing TFM with ray-tracing. Two 

immersion testing experiments are simulated to prove the 

effectiveness of RD-TFM in section 3. The last section gives 

a summary. 

 

2. REGION-DIVISION TFM 

 

In total focusing method combined with ray-tracing, the pixel 

value 𝑝(𝑥, 𝑧) is expressed as follows: 

𝐼[𝑝(𝑥, 𝑧)] = ∑ ∑ 𝑆𝑡,𝑟(𝑇𝑡(𝑥, 𝑧) + 𝑇𝑟(𝑥, 𝑧))𝑁−1
𝑟=0

𝑁−1
𝑡=0       (1) 

Where 𝑁  is the number of elements in phased array, and 

𝑇𝑡(𝑥, 𝑧) (or 𝑇𝑟(𝑥, 𝑧)) represents the time of flight between the 
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element 𝐸𝑡  (or 𝐸𝑟 ) and 𝑝(𝑥, 𝑧). In order to avoid repeated 

computation, 𝑇𝑡(𝑥, 𝑧)  is precalculated and recorded [8]. 

Based on Fermat’s principle, Fig. 1 shows the iterative 

method to calculate POI: for every point 𝑝′ at the interface, 

calculate the transmission time along the propagation path 

𝐸𝑡 → 𝑝′ → 𝑝(𝑥, 𝑧) and select the point 𝑃𝑖  with minimum time 

of flight as the incident point. 

 

Fig. 1. Iterative method to calculate the point of incidence 

(POI). Every point 𝒒 on refractive vector 𝑷𝒊𝒑⃗⃗⃗⃗⃗⃗  ⃗ shares the 

same incident point 𝑷𝒊. 

We can see that pixels on the same propagation path share 

the identical POI [19] : 𝑃𝑖  is the incident point between 𝐸𝑡 

and 𝑝  in Fig. 1, for every point 𝑞  on line 𝑃𝑖𝑝 , its 

corresponding POI is also 𝑃𝑖 . Therefore, for every point 𝑃𝑖  at 

the interface, the incident vector is 𝐸𝑡𝑃𝑖
⃗⃗ ⃗⃗ ⃗⃗  ⃗ and the refractive 

vector can be calculated based on Snell’s law. After 

introducing the line scan-conversion algorithm to obtain the 

coordinates of points on the refractive vector, multiple 

incident points is acquired at the same time. 

 

Fig. 2. Region division algorithm to calculate POI. The 

corresponding POI of every point 𝒑 within region 

𝑨𝟏𝑨𝟐𝑩𝟐𝑩𝟏 is either 𝑨𝟏 or 𝑨𝟐 and the one with minimum 

transmission time is chosen as the incident point. 

There exists points which are not passed by refractive 

vectors. As is shown in Fig. 2, 𝐴1, 𝐴2 are adjacent pixels at 

the interface and 𝐴1𝐵1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝐴2𝐵2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   are the corresponding refractive 

vectors. For every pixel 𝑝  within the quadrilateral region 

𝐴1𝐴2𝐵2𝐵1 , the transmission time 𝑇𝑡(𝑝)  is still unknown. 

When the incident point move from 𝐴1 to 𝐴2, the refractive 

vector changes from 𝐴1𝐵1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ to 𝐴2𝐵2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  . Therefore, the POI 

between 𝐸𝑡 and 𝑝 is either 𝐴1 or 𝐴2, we select the one with 

minimum transmission time as its POI. 

There exists a situation that one point is in multiple regions. 

𝑎, 𝑏 and 𝑎′, 𝑏′ are adjacent pixels at the interface in Fig. 3. 

Point 𝑞 is in both regions: 𝑎𝑏𝑑𝑐 and 𝑎′𝑏′𝑑′𝑐′. Hence, there 

are four candidate POIs: 𝑎, 𝑏, 𝑎′, 𝑏′. The transmission times 

along all these paths are calculated: 𝐸𝑡 → 𝑎(𝑏, 𝑎′, 𝑏′) → 𝑝 

and 𝑇𝑡(𝑝)  is assigned the minimum value according to 

Fermat’s principle. 

 

Fig. 3. Special situation: one point 𝒒 in multiple regions. 

For every candidate POI, select the one with minimum 

transmission time as the incident point. 

Based on the above analysis, suppose the size of result 

image is 𝑋𝐿 ∙ 𝑍𝐿  and the entire RD-TFM is described as 

follows: 

Algorithm 1 RD-TFM 

Input: the full matrix 𝑆𝑡,𝑟, 𝐸𝑘(𝑥𝑘 , 0), 0 ≤ 𝑡, 𝑟, 𝑘 ≤ 𝑁 − 1. 

Output: 𝐼(𝑥, 𝑧),0 ≤ 𝑥 ≤ 𝑋𝐿 − 1,0 ≤ 𝑧 ≤ 𝑍𝐿 − 1. 

1. Call TFM to generate the image of the first layer and the 

interface by assuming the tested object is homogeneous. 

2. For every phased array element 𝐸𝑘(𝑥𝑘 , 0), 0 ≤ 𝑘 < 𝑁 −
1, perform 3-5 (region division method). 

3. For every two incident points 𝐴1𝐴2  at the interface, 

perform 4-5. 

4. Calculate their corresponding refractive vectors 

𝐴1𝐵1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝐴2𝐵2

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  . For every pixel 𝑝 within the quadrilateral 

𝐴1𝐴2𝐵2𝐵1, perform 5. 

5. Calculate the transmission times along both propagation 

paths 𝐸𝑘 → 𝐴1 → 𝑝  and 𝐸𝑘 → 𝐴2 → 𝑝 , then compare 

both values to existing value 𝑇𝑘(𝑝),  assign 𝑇𝑘(𝑝) the 

minimum value. 
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6. Use Eq. (1) to calculate the value of every pixel in the 

resultant image. 

 

In preprocess TFM combined with ray-tracing, the 

iterative method with time complexity 𝑂(𝑋𝐿) is called once 

for each (element, pixel) pair. While in RD-TFM, the POI is 

chosen between two adjacent points whose time complexity 

is 𝑂(1) . Thus, to calculate the transmission time for all 

(element, pixel) pairs, the total time complexity of 

preprocessing TFM is 𝑂(𝑁 ∙ 𝑋𝐿
2 ∙ 𝑍𝐿) and that of RD-TFM is 

only 𝑂(𝑁 ∙ 𝑋𝐿 ∙ 𝑍𝐿) . Therefore, the acceleration effect is 

more obvious when the image size increases. 

 

3. EXPERIMENT 

 

To acquire the full matrix, two immersion testing 

experiments are simulated by matlab software package k-

wave [20]. All post-processing algorithms are running on a 

PC with Intel® Core™ i5-4210 CPU @ 1.7GHz and 4GB 

RAM. The range of pixel value in result images is [0, 255]. 

 

3.1. Multilayered object with planar surface 

 

The structure of tested object with planar surface is displayed 

in Fig. 4. The linear phased array contains 50 equally-spaced 

elements and there are five side drilled holes (SDH) inside 

the tested object. 

 

Fig. 4. The structure of tested multilayered object with 

planar interface. The phased array contains 50 elements and 

five SDHs are inside the tested object. 

The result images of the preprocessing TFM combined 

with ray-tracing and RD-TFM are shown in Fig. 5(a) and Fig. 

5(b), respectively. To facilitate the comparison between Fig. 

5(a) and Fig. 5(b), the difference image between both images 

is calculated and shown in Fig. 5(c). Obviously, both images 

are exactly the same, but the imaging speed of RD-TFM 

(2192.35s) is 24 times faster than the conventional TFM 

method (90.601s).  

The maximum amplitudes along the depth direction of 

both result images are plotted in Fig. 5(d). Considering both 

result images are identical, both plots coincide with each 

other. Each plot contains six peaks and each peak means the 

pixels at current depth are coherently summed. The first peak 

corresponding to the interface between different media and 

the latter five peaks are related to five SDHs, respectively. 

After comparing the depths of six peaks with real structure of 

tested object in Fig. 4, both algorithms are capable of locating 

SDHs precisely. 

The speedup ratios under different image sizes are plotted 

in Fig. 8. Clearly, the acceleration effect of RD-TFM 

improves as the image size increases. 

  
(a)                                        (b) 

  
(c)                                        (d) 

Fig. 5. The result images constructed by (a) Preprocessing 

TFM with ray-tracing. (b) RD-TFM. (c) Difference image 

between (a) and (b). (d) Maximum amplitude along the 

depth direction. 

 

3.2. Multilayered object with non-planar surface 

 

The structure of tested object with irregular surface profile is 

shown in Fig. 6. The phased array is identical to the one used 

in the previous experiment.  

 

Fig. 6. The structure of tested object with irregular surface 

profile 
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Both preprocessing TFM combined with ray-tracing and 

RD-TFM are used to get the surface profile of the tested 

object. Fig. 7(a) and Fig. 7(b) display their result images, 

respectively. To easily compare both images, Fig. 7(a) is 

selected as the reference and Fig. 7(c) represents the 

difference image between Fig. 7(a) and Fig. 7(b). The 

maximum absolute value in Fig. 7(c) is 10 and the average 

value is 0.0344.  Considering the range of pixel value is [0, 

255], the slight difference is negligible. To further evaluate 

the quality of both images, the boundaries of tested objects in 

Fig. 7(a) and Fig. 7(b) are extracted and displayed in Fig. 7(d). 

The plotted curve of RD-TFM coincide with that of 

conventional TFM, which verifies that RD-TFM applies to 

ultrasonic imaging of irregular multilayered objects. 

Similarly, the superiority of RD-TFM in performance is also 

proven judging from Table. 1 and Fig. 8: the processing time 

of the conventional TFM (2223.08s) is 22 times longer than 

RD-TFM (99.507s). 

  
(a)                                        (b) 

  
(c)                                        (d) 

Fig. 7. Result images constructed by (a) Preprocessing TFM 

with ray-tracing. (b) RD-TFM. (c) Difference image 

between (a) and (b). (d)The profiles of multilayered object 

extracted from (a) and (b). 

Table 1. The processing times of preprocessing TFM with 

ray-tracing and RD-TFM under both experiments. 

Experiment Algorithm Time 

Experiment 3.1 Preprocessing TFM 2192.35s 

Experiment 3.1 RD-TFM 90.601s 

Experiment 3.2 Preprocessing TFM 2223.08s 

Experiment 3.2 RD-TFM 99.507s 

 

 

Fig. 8. The speedup ratio of RD-TFM under different image 

sizes (pixels per millimeter). 

 
4. CONCLUSION 

 

In imaging of multilayered objects, the iterative computation 

of POI occupies most of the processing time, which has 

become a performance bottleneck for its application in real-

time inspection. This paper proposes a novel method to 

calculate POI based on region division (RD). The image area 

is first divided into several regions. For pixels in the same 

region, its corresponding POI is chosen from only two pixels 

at the interface, lowering the time complexity by one order of 

magnitude. Two immersion testing experiments are 

simulated to validate the efficiency of RD-TFM: one with a 

planar surface profile and the other with nonplanar surface. 

Both experiments proves the correctness and efficiency of 

RD-TFM. 

RD-TFM can be combined with other optimization 

techniques such as GPU to achieve better performance, which 

will be our future work. 
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