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ABSTRACT 

 

The emerging compressed sensing (CS) technique enables new 

reduced-complexity designs of sensor nodes and helps to save 

overall transmission power in wireless sensor network. Because 

of the linearity of its encoding process, CS is vulnerable to 

Ciphertext-Only Attack (COA) and Known-Plaintext Attack 

(KPA). The prior works use multiple sensing matrices as the 

shared secret key, however, the complexity overhead of front-

end sensor and synchronization issue arising from multiple keys 

should be well considered. In this paper, by leveraging the 

characteristic of CS that is sensitive to destroyed sparsity, a 

low-dimension watermark is randomly chosen and embedded 

in measurement in front-end part. Then, in back-end solver, the 

proposed decrypting basis can decipher the encrypted signals 

without synchronization. Simulation results show that the 

proposed scheme achieves effective protection against COA 

and KPA with only 5% storage overhead. It furtherly eases the 

encryption complexity of front-end sensor by 98.8% under our 

experiments. 

 

Index Terms—compressed sensing (CS), watermark 

encryption, secure communications, privacy preserving 

 

1. INTRODUCTION 
 
The Internet of things (IoT) relies on wireless sensor network 
(WSN) to acquire large amounts of data locally with extremely 
tight resource budgets [1-2]. Data compression is necessary 
before transmitted to a remote node [3]. Most of all, privacy 
preserving in a resource-constraint environment is a great 
challenge. Combination of compression and cryptographic 
techniques is investigated but faced with a trade-off among 
channel bandwidth, robustness and complexity overhead [4-5]. 

Compressed Sensing (CS) [6-7] is an emerging signal 
processing technique. In the front-end sensor, the signal x is 
sampled by an underdetermined sensing matrix 𝚽  and then 
transformed to a compressed signal y. It enables new reduced-
complexity designs of sensor nodes (ADC, compression units 
and RF component). Afterward, the back-end solver performs 
reconstruction algorithm to recover the original signal x. By 
transferring the burden from front-end sensor to back-end solver, 
CS helps to save overall transmission power in wireless sensor 
network [8-10], which is very suitable for IoT applications. 

In addition to transmission power reduction, several 
researches show that CS can also be an encryption technique 
[11-14]. Without explicit sensing matrix 𝚽 , the compressed 
signal y cannot be reconstructed successfully. As a result, CS can 
be regarded as a zero-cost encryption. 

However, because of the linearity of CS encoding process, CS 
is vulnerable to several attacks [15-16]. As shown in Fig. 1(a), 
under Ciphertext-Only Attack (COA), Eve (eavesdropper) can 
estimate energy of x without 𝚽 , which reveals some static 
information of Alice (transmitter). If Eve can furtherly collect 
not only y but x under the scenario of Known-Plaintext Attack 
(KPA), Eve can obtain the explicit sensing matrix with very few 
pairs as shown in Fig. 1(b). Thus, y can be easily reconstructed 
by Eve, threatening the privacy preserving of CS-based wireless 
sensor networks. 

 

Recently, prior works have coped with the attacks by 
changing 𝚽 since sensing matrix 𝚽 is regarded as an encrypting 
key [17-20]. However, two issues should be addressed when 
applying prior secure model to the realistic IoT applications:  

 

1) High complexity of front-end sensor: compared to single key, 

multiple sensing matrices require higher complexity 

overhead of matrix generating unit in the front-end sensor, 

which may not suitable for the demand of IoT applications. 
 

2) Synchronization issue: Synchronization is necessary for 

multiple sensing matrices before reconstruction, which 

causes the fact that security level increases only linearly as 

the number of 𝚽 increases. 
 

In this paper, by taking advantages that CS reconstruction is 
vulnerable to additive noise [21], we aim to develop a low-
complexity CS-based privacy preserving framework without 
synchronization of key. The main contributions of this paper are 
as follows: 

 

1) We proposed a novel framework for CS-based privacy 

preserving. In the front-end of our framework, a low-

dimension watermark is randomly chosen, modulated for the 

target power and embedded in measurement. It can confuse 

the eavesdropper effectively. 
 

2) The proposed decrypting basis in back-end solver can 

decipher the encoded signals without changing matrices and 

synchronizing watermarks, which also increases the 

confidential level. 

 

Fig. 1. Standard CS encryption under (a) Ciphertext-Only attack 
(COA); (b) Known-plaintext attack (KPA). 
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The rest of this paper is organized as follows. Section 2 
briefly reviews the theory of CS and prior works. Section 3 
illustrates the proposed CS-based secure watermark encryption 
for privacy preserving. The numerical experiments and analyses 
are shown in Section 4. Finally, Section 5 concludes this paper.  
 

2. PRELIMINARIES 
 

2.1. Compressed Sensing 
 

Compressed Sensing (CS), a technique that samples and 
compresses data simultaneously, is capable of transferring the 
complexity from front-end sensor to back-end solver. Through 
its linear and dimensionality-reducing transformation, CS can 
save transmission power in WSN. Since sparsity reflects the 
ability of the signal to be compressed, the processed signal 
needs to be sparse enough. Besides, on the proper basis, most 
of the natural signals are known to be sparse. Through the 
equation 

𝒙 = ∑ 𝝍𝒊 × 𝒔𝒊 = 𝚿𝒔

𝑷

𝒊=𝟏

, (1) 

the signal x can be represented to the corresponding sparse 

vector 𝒔 ∈ ℝ𝑷×𝟏 on the sparsifying basis 𝚿 ∈ ℝ𝒏×𝑷. 

With 𝚽 ∈ ℝ𝒎×𝒏(𝑚 ≪ 𝑛) as the sensing matrix, the original 

signal 𝒙 ∈ ℝ𝒏×𝟏 can lower the dimension through the equation 

𝒚 = 𝚽𝒙, where 𝒚 ∈ ℝ𝒎×𝟏 is a transmitted measurements.  

To reconstruct the original signal x, measurement y and 𝚯 =
𝚽𝚿 can solve sparse coding problem: min‖𝒔‖𝟏 , s. t.  𝚯𝐬 = 𝐲. 

Applying to reconstruction algorithm such as Basis Pursuit (BP) 

[22], we obtain the recovered sparse signal �̂�  and then the 

recovered signal 𝒙 according to (1). 
 

2.2. Security Scenarios and Attack Models 
 

Standard CS model can be regarded as a private key 
cryptosystem, where the plaintext x is mapped to the ciphertext 
y by private key 𝚽 [16]. In the CS-based encrypting setting, 
Alice encrypts x to y by using 𝚽, then sending y to Bob. Bob 
can decrypt y if he is provided with private information which 
can regenerate 𝚽 . In the following, we discuss two attack 
situations.  
 

Ciphertext Only Attack (COA) means that the 
eavesdropper, Eve, is only capable of collecting y. Based on 
[15], y merely discloses the energy of x. However, Eve can still 
utilize energy of x to distinguish some information such as 
classifying motion or static state of Alice. 

 

Known-Plaintext Attack (KPA) means that Eve is able to 
access some pairs of (x, y) which is denoted as (𝒙𝒔𝒆𝒕, 𝒚𝒔𝒆𝒕) [16].  
Applying (𝒙𝒔𝒆𝒕 , 𝒚𝒔𝒆𝒕 ), Eve solve the private key (𝚽𝑬𝒗𝒆)  by 
performing inverse operation of CS transformation: 𝚽𝐄𝐯𝐞 =

𝒚𝒔𝒆𝒕𝒙𝒔𝒆𝒕
†

. Therefore, Eve can recover x with 𝚽𝑬𝒗𝒆. 
 

2.3. Prior Works 
 

For standard CS model, 𝚽 is acted as a shared secret key to 
encode x and decode y. To enhance security level, most existing 
works utilize the method of changing 𝚽 during a constant time 
period [17-20].  

However, to change  𝚽 , pseudo random number generator 

(PRNG) is updated for refreshing buffers of sensing 𝚽 as shown 

in Fig.2. Compared to single key, multiple sensing matrices 

require more complicated PRNG to generate multiple 𝚽, which 

violate the purpose of CS to reduce sensor burden. Furthermore, 

the solver must share and synchronize the same secret key with 

communication node, which increases the risk of being cracked. 
 

3. PROPOSED FRAMEWORK 
 

3.1. Overview of Proposed CS-based Privacy Preserving 
 

To cope with COA and KPA, we need to confuse Eve’s 

estimation. Therefore, under COA, our goal is to make y unable 

to leak explicit information of the original signal. While under 

KPA, we aim to increase the number of the collected (x, y) pair 

for recoverable estimation performed by Eve.  

Since CS reconstruction is sensitive to destroyed sparsity, the 

quality of reconstruction drops drastically as the noise is 

embedded in the transmitted signal [21]. By leveraging this 

characteristic, we present a novel framework to introduce 

additional watermark to destroy the sparsity. Unlike standard CS 

model, the proposed encoding equation is 

𝒚 = 𝚽(𝒙 + 𝒘) = 𝚽𝒙 + 𝑾. (2) 

For the eavesdropper who is not authenticated to receive 
particular key, watermark is regarded as irremovable noise so 
that it can degrade the reconstruction quality.  

Our framework is divided into two stages as shown in Fig. 3. 
In off-line stage, we store multiple watermarks in the sensor and 
corresponding decrypting matrix in the solver. While in on-line 
stage, the transmitted data is encrypted with watermark by front-
end sensor and decrypted by back-end solver. Noted that there 
is a breakable time period therefore we execute off-line stage 
during every period for updating multiple watermarks, i.e., 
generating new keys. 

 

Fig. 2. Front-end sensor and back-end solver in prior model. 

 

Fig. 3. The framework of the proposed algorithm. 
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3.2. Off-line Stage 
 

In the front-end sensor, it only store dimensionality-reducing of 
multiple watermarks 𝑾𝟏~𝒏 = 𝚽𝒘𝟏~𝒏. Compared to the single 
watermark, multiple watermarks can confuse Eve effectively 
thus enhancing the security level.  
 

Dictionary Learning (DL) is a technique to find sparse 
representation of signal by making the projection of training data 
on a pre-trained dictionary [23]. In [24], authors proposed a 
solution for solving dictionary-based basis optimization 
problem. We follow above approach to obtain dictionary-based 
trained basis.  

 

In the off-line stage, we collect training signals and construct 
personal basis 𝚿𝒙 by applying DL. We utilize the distribution of 
the sparse training data set and design the customized 
watermarks 𝒘𝟏~𝒏 to confuse Eve. After constructing watermark 
basis 𝚿𝒘  by applying DL again, we combine 𝚿𝒙  and 𝚿𝒘  to 
form the merged basis 𝚿 as shown in Fig. 4(a). Finally, we store 
the decrypting matrix 𝚯 = 𝚽𝚿 in the back-end solvers. Noted 
that the watermark basis 𝚿𝒘  should be designed with low 
coherent to 𝚿𝒙 for robust reconstruction quality. 
 

3.3. On-line Stage 
 

In on-line stage of front-end sensor, we sample and compress the 
data simultaneously, and a low-dimension watermark is 
randomly chosen from multiple watermarks to insert the 
measurement. When performing the watermark insertion, we 
firstly set the energy goal of encrypted signal Goal. After CS 
sampling, we obtain measurement y and randomly choose a 
watermark W from pre-designed multiple watermarks. To align 
energy (Goal), we utilize adaptive disturbing factor to modulate 
the power of W then embed W in y by applying (2). 
 

Compared to changing the sensing matrices operated at 
Nyquist rate, this encryption method only embed watermark at 
every N data sample, resulting in less than 1% of energy 
overhead at the front-end sensor (evaluated from SPICE 
simulation with TSMC 40nm CMOS technology node). 
Furthermore, the multiple sensing matrices require much more 
complicated PRNG to generate multiple 𝚽, while single matrix 
and multiple watermarks have simpler hardware design. 

 

After transmission, we apply Basic Pursuit (BP) to 
simultaneously recover and decrypt the data in back-end solver. 
The approach of removing the watermark in back-end solver is 
shown in Fig. 4(b). Noted that corresponding to 𝚯 = 𝚽[𝚿𝒙𝚿𝒘], 
CS reconstruction finds the nonzero entries in �̂� , which are 
sparse coefficients of 𝒙 + 𝒘. Since 𝚿𝒙 and 𝚿𝒘 is low coherent, 
�̂� can be easily separated into two regions, the sparse data of 
plaintext 𝒔𝒙 and watermark 𝒔𝒘. To successfully recover x, we 
adapt and extend (1) as 

𝒙 + 𝒘 = [𝚿𝒙𝚿𝒘] [
𝐬𝒙

𝐬𝒘
]. (3) 

By ignoring the output of 𝐬𝒘 , we retrieve 𝒙 = 𝚿𝒙𝐬𝒙 . Most 
importantly, since 𝚿𝒘 can decrypt any pre-defined watermarks, 
the proposed approach can free from synchronization of multiple 
watermarks. Hence, the back-end solver just needs to store the 
location corresponding to the region of 𝚿𝒘  rather than 
encrypting watermark, which also lowers the risk of leakage.  

 

4. SIMULATION RESULTS 
 

4.1. ECG Database and Simulation Settings 

 
In this section, we present experiments under different attack 
models. To evaluate security level, the number of watermarks in 
proposed framework and sensing matrices in prior model are 
both set to be 8. We sample the ECG signals provided by 
National Taiwan University Hospital at fs = 512 Hz  and use 
Bernoulli random matrix as sensing matrix in prior and proposed 
model. The simulation setup is summarized in Table I. 

 

4.2. Under Ciphertext Only Attack (COA) 

 
COA means that Eve is able to access y, whose energy discloses 
some information [15]. We collect the ECG signals of Atrial 
fibrillation (AF) and Non-AF condition from a person, both of 
which are sampled through standard CS model with an arbitrary 
Bernoulli random matrix. In Fig. 5(a), we observe that norm(x) 
and norm(y) have positive correlations. Owing to disease 
characteristics, the energy of signals have a distinct gap between 
AF and Non-AF condition. In a word, Eve can easily acquire 
some information of patients under COA scenario. 
 

In Fig. 5(b), we demonstrate 15 of sampled data from the 
person with either AF or Non-AF condition. It is obvious that 
the prior model that changes sensing matrices cannot preserve 
the privacy, i.e., they leak the status of the patient. Conversely, 
the proposed framework shows that even if Eve get y, the energy 
of x would not be estimated correctly.  

 

Fig. 4. (a) Decrypting basis design in off-line stage; (b) 
watermark removal in on-line stage. 

TABLE I. SIMULATION PARAMETERS 

Off-line stage 

Dimension of  training vectors 512 

Number of  training vectors 2500 

Number of columns in Ψ𝑥 504 

Number of columns in Ψ𝑤 8 

On-line stage 

Dimension of testing vectors (N) 512 

Dimension of measurement vectors (M) 128 

Number of  testing vectors 1500 
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4.3. Under Known Plaintext Attack (KPA) 

 
Under KPA scenario, Eve can access some pairs of (x, y), which 
results in leaking the information of 𝚽 . To estimate 𝚽 , Eve 
performs inverse operation of CS transformation: 𝚽𝐄𝐯𝐞 =

𝒚𝒔𝒆𝒕𝒙𝒔𝒆𝒕
†

, where 𝒙𝒔𝒆𝒕  and 𝒚𝒔𝒆𝒕  mean the set of x and y Eve 
collected. Noted that as shown in Fig. 6, in prior model, Eve can 
estimate several 𝚽  in order after classification; in proposed 
framework, we assume that Eve knows the existence of the 
watermark and considers the average of training vector is equal 
to zero. Regarding 𝑾 as �̅�, Eve rewrite (2) as 𝒚 − �̅� = 𝚽𝒙 to 
crack the sensing matrix and watermarks. 
 

In the following, we perform the experiments using multiple 
𝚽, single watermark and multiple watermarks from 1,000 to 
100,000 pairs of (x, y) under KPA. To evaluate the error between 
the real and the estimated sensing matrix, 𝚽 and 𝚽𝐄𝐯𝐞, we adopt 
the perturbation metric (ε), which is defined as ‖𝚽𝑶 − 𝚽𝑬‖2/
‖𝚽𝑶‖2, where 𝚽𝑶 is the original sensing matrix and 𝚽𝑬 is the 
estimated sensing matrix by Eve. According to [25], we regard 
the recoverable estimation as ε < 0.01.  

 

As shown in Fig. 7, it can be observed that the single 
watermark encryption model is not secure enough. The prior 
model are cracked as the number of the pair reaches 4,000, since 
the multiple matrices only increase the pairs linearly with 
synchronization. On the other hand, the proposed multiple-
watermark encryption model can’t be cracked in spite of 
100,000 pairs.  

 

We present the further experiment of recovery quality with 
estimated 𝚽 as KPA pair is 100,000, as shown in Fig. 8. We 
measure the reconstruction signal-to-noise ratio (RSNR)  =
20log(‖𝒙‖2/‖𝒙 − 𝒙‖2) to evaluate the recovery quality, where 
x and 𝒙  are the original and reconstructed ECG signals, 
respectively. Fig 8(a) shows that Bob can reconstruct the signal 
without the interference of watermarks. Fig 8(b) depicts that Eve 
cannot reconstruct ECG signals with the estimated sensing 

 
matrix and watermarks. The best reconstruction by Eve from the 
testing signals is shown in Fig. 8(c). 

Lastly, we compare required bits of front-end sensor in prior 
and proposed model. In prior model, to generate 8 of sensing 
matrices, the PRNG of front-end sensor needs to have capacity 
of generating (512 × 128) × 8 = 524288  bits. On the other 
hand, in proposed model, to generate 8 of watermarks with 6-bit 
resolution (with fixed-point analysis), the PRNG requires the 
capability of generating (128 × 6) × 8 = 6144 bits with only 
5% storage overhead. Therefore, our framework can release the 
encryption complexity of PRNG in the front-end sensor by 
98.8%.  
 

5. CONCLUSION 
 
In this paper, we present a novel framework for CS-based 
privacy preserving. In contrast to using multiple sensing 
matrices as the shared secret, proposed watermark encryption 
can not only resist COA and KPA effectively but also ease the 
burden of device. Furthermore, combining CS reconstruction 
with dictionary learning can decrypt watermark without 
synchronization. Therefore, the proposed technique is very 
suitable for the emerging IoT applications that need encryption 
strength with very limited complexity. 

 

Fig. 5. (a) Energy distribution of AF and Non-AF; (b) Energy of 
y in the standard CS, prior and proposed model under COA.  

 

Fig. 7. Perturbation Metric of prior and proposed model. 
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Fig. 8. Recovery quality of (a) solver in standard model and Bob 
in proposed model; (b) Bob and Eve in proposed model; (c) 
ECG signal of plaintext, reconstructed by Bob and Eve. 

 

Fig. 6. Eve’s estimation of 𝚽 in (a) prior model; (b) proposed 
model. 
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