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ABSTRACT

We present an end-to-end multi-scale Convolutional Neural
Network (CNN) framework for topic identification (topic ID).
In this work, we examined multi-scale CNN for classification
using raw text input. Topical word embeddings are learnt at
multiple scales using parallel convolutional layers. A tech-
nique to integrate verification and identification objectives is
examined to improve topic ID performance. With this ap-
proach, we achieved significant improvement in identifica-
tion task. We evaluated our framework on two contrasting
datasets: 20 newsgroups and Fisher. We obtained 92.93% ac-
curacy on Fisher and 86.12% on 20 newsgroups, which to our
knowledge are the best published results on these datasets at
the moment.

Index Terms— BOW, raw text, CNN, verification, iden-
tification, topic id, end-to-end

1. INTRODUCTION

Managing the ever increasing information on the Internet is
critical for efficient access and utilization. Grouping doc-
uments based on topics is one style of top level organiza-
tion. Each text document can be associated with a broad
topic based on its contents. Monitoring calls, document re-
trieval, and spam detection are some of the applications. In
this paper, we consider classifying text documents into a set
of predefined classes. We consider two kinds of text namely
written text and spoken text. We considered 20 newsgroups
dataset for written text and, the Fisher conversational corpus
for spoken text.

A simple document representation can be obtained by
computing counts of each word in the document, which is
called Bag-Of-Words (BOW) in the literature. Naive Bayes
and support vector machines (SVM) [1, 2] were commonly
used for classification on this representation. Also, generative
modes such as latent Dirichlet Allocation (LDA) [3] and its
variations, latent semantic analysis (LSA) [4] and probabilis-
tic LSA [5] were proposed using BOW to model document as
a distribution of topics. Authors in [6, 7, 8, 9] applied repli-
cated softmax model, restricted Boltzmann machines (RBM),

autoencoders and subspace multinomial Models (SMM) to
obtain low dimensional representation of documents from
BOW representation. All these models learn to project data
into a low dimensional latent space. In this generative model
setting, simple linear classifier is used to classify documents
on the latent space.

Exploiting semantics is one important aspect of repre-
senting text documents which is ignored in BOW repre-
sentation [10]. Many research groups [11, 12, 13] in the
text community apply skip-gram models to compute general
word embeddings and use them for any text related task. The
drawback of skip-gram models is that they use a small con-
text window to learn semantics, which can exploit only local
information. Topic ID task demands for global information
of the document along with local context information. This
could be one reason why BOW representation works well for
topic ID as it provides overall document level statistics of
each word in the document.

Ideally, for better topic ID performance, algorithm should
consider local context, global statistics of words in that doc-
ument and possibly topic labels to obtain a good document
embedding. Word2vec and doc2vec [12, 13, 14] are word
and document representation models which are popularly
used to obtain embeddings. In [12], word embeddings are
learnt taking small context window and topic into consider-
ation. In [13], context sensitive word embeddings are learnt
using skip-gram model i.e, same word will have different
representation depending on the context. Authors in [11]
use skip-gram model followed by GMM to get word embed-
dings. In these papers, document embeddings are obtained by
weighted averaging of embeddings of words in that document
where we may loose some information useful to topic ID.
The weights are usually term-frequency inverse-document-
frequency (TFIDF) scores of words. We can use CNN and
long short-term memory (LSTM) to do better averaging.

In [15, 16], CNN is shown to work well in sentence clas-
sification by harnessing the sequence information in the text.
In [17], multi-channel CNN is proposed where each channel
processes one different word embedding obtained from skip-
gram model. Our network is different from this in that each
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parallel convolution layer learns topic based word embedding
by itself at multiple scales to optimize the objective function.

In this paper, we show that jointly optimizing verification
and identification tasks together provides huge gains in the
classification performance. We also hypothesize that classi-
fication can be improved by exploiting local spatial structure
of documents. Minimizing the distance between two docu-
ments of same class and maximizing the distance between
documents of different class is the main idea of verification
task. Optimizing verification and categorical loss objectives
improves within class and between class variance. Similar
idea was explored in face verification [18] task to improve
verification performance which is different to our idea of im-
proving classification performance.

The main contributions of this paper are:

• We present an end-to-end framework for topic ID using
multi-scale CNNs.

• An algorithmic approach for integrating verification
and identification tasks which improve identification
task.

• Our approach works on raw text and do not consider
any kind of ad-hoc techniques such as feature weight-
ing, or vocabulary selection for better topic ID perfor-
mance

Rest of the paper is organized as follows. In Section 2,
the details of our approach are presented. In Section 3, we de-
scribe our experimental setup and the details of architecture.
Results are discussed in Section 4 followed by conclusion.

2. END-TO-END TOPIC IDENTIFICATION

Identification is the task of classifying a given test document
into one of a predefined set of classes. Verification is the task
of deciding whether two given documents are from the same
topic. These two tasks are related but have different objec-
tives. We integrated both of these tasks objective functions to
improve identification performance. In the document classi-
fication process, we obtain several levels of representations:
context-dependent word embeddings, learnt using different
context windows size; and document embeddings which en-
capsulate the information from different context scales.

2.1. Architecture

Figure 1 shows the architecture of our network. It has parallel
convolutional layers followed by dropout, pooling and fully
connected layer with softmax activation. Each parallel convo-
lutional block, shown in Figure 1a and denoted as Base Mod-
ule (BM), is expected to learn semantics from raw text at mul-
tiple scales, for example, word level and sentence level. We
used 16 such BMs parallelly. Convolutional layer in each BM

(a) Base Module(BM) (b) Full architecture

Fig. 1: Multi-scale CNN architecture

operates on the word embedding space learned for that spe-
cific scale. Here, a transformation matrix is learned to trans-
form one-hot encoding to dense vector which is same as word
embeddings. Then, we do local temporal average pooling–
half of BMs have pool-size=2 and the other half pool-size=7–
, dropout and global temporal average pooling within each
BM to summarize the information learnt with that scale. Low
dimensional document embedding is obtained by concatenat-
ing all the parallel BMs. Note that concatenating the BM
embeddings, instead of averaging, allows to propagate more
information forward and improve classification. To classify
the document, we feed this embedding to dropout layer fol-
lowed by fully connected layer with softmax activation func-
tion. Next, we describe the objective function used to opti-
mize this network.

2.2. Objective function

Objective function in a traditional classification task is cate-
gorical cross-entropy

HA = −
N∑

k=1

yk log(pk) (1)

where pk is the softmax activation at kth output neuron and yk
is 1 if document A belongs to kth class, and it is 0 otherwise;
the number of classes is denoted by N .

Generally, in a verification task, using a siamese net-
work [19], contrastive loss or binary cross-entropy is used
as objective function. Through experiments we chose binary
cross entropy,

V (A,B) = −tA−B log(pA−B)− (1− tA−B) log(1− pA−B) (2)

where tA−B is 1 if both documents A and B are from same
class and 0 otherwise. pA−B is same-topic posterior com-
puted as the sigmoid of cosine similarity between document
embeddings of A and B denoted by d(A) and d(B).

pA−B =
1

1 + e− cos(d(A),d(B))
. (3)
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By optimizing this verification loss on the document em-
bedding, we force the documents from the same class to be
more similar and documents from different classes to be more
dissimilar.

Finally, we optimize the objective

C =
∑
A

∑
B6=A

HA +HB + λV (A,B) (4)

where λ is a scale factor to balance the weight of classification
and verification objectives; and the sum is calculated over all
possible document pairs.

To compute verification loss we need to form document
pairs, which has significant effect on the system. We obtain
each batch of pairs as follows: sample a subset of topics; then
sample two document per topic from that subset; finally, form
every possible pair between those documents. We describe
the details of training in the next section.

3. EXPERIMENTAL SETUP

We used two contrastive topic ID data sets: 20 newsgroups,
containing written text, and Fisher Phase 1 corpus, containing
conversational spoken text.

3.1. 20 newsgroups

20 newsgroups1 data set is commonly used in the text process-
ing community. This data set contains approximately 20,000
documents from 20 topics. We used 10,174 documents for
training; 1,140 documents for validation; and 7,532 for eval-
uation. To compare with other papers, we used the 53160
words vocabulary set provided in the dataset web site.

3.2. Fisher

Fisher Phase 1 corpus is commonly used in speech commu-
nity. It contains 10-minute long telephone conversations be-
tween two people discussing a given topic. We used the same
training and test splits as [20] in which 1374 and 1372 docu-
ments are used for training and testing respectively. We split
the 1374 training documents into training and validation sets
with 90% and 10% proportions respectively. The number of
topics in this data set is 40. We used manual transcriptions for
each document.

3.3. Network Details

One-hot encoding was used to represent the input words.
Each document was represented as sequence of one-hot vec-
tors and fed to the network. We did not apply any pre-
processing like feature weighting or vocabulary selection
based on word relevance to topic.

We first tuned the hyperparameters of the network which
are dimension of word embeddings, number of filter maps,

1http://qwone.com/ jason/20Newsgroups/
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Fig. 2: Accuracy and F-score plots on (a) Fisher and (b) 20
newsgroups for different values of λ

filter widths, number of parallel convolution layers. Even-
tually, 300 dimensions for word embeddings was chosen in
all parallel layers. 16 parallel convolutional layers each with
3 filter maps were selected. Having more filter maps did not
improve the accuracy. We divided these 16 parallel layers into
2 sets. Each set had filter widths linearly spaced between 1 to
22 (1,4,7,10,13,16,19,22). First set of layers were followed
by temporal pooling layer with pool size of 2 and second set
of layers were followed by pool size of 7. Dropout was used
after pooling to avoid over-fitting. After dropout, global tem-
poral pooling layer was used to obtain an embedding vector
from each scale. By concatenation of all convolution layers,
we got a 48 dimensional dense vector which was fed to an-
other dropout layer followed by softmax output layer.

For training, each minibach consisted of a set of docu-
ments. To create the minibatches, we used the method in [21].
For 20 newsgroups data set, for each minibatch we selected
8 classes and two documents were randomly sampled from
each class resulting a set of 16 samples. Afterwards, we pair
each sample with every other sample in the set to have 8 posi-
tive pairs (same topic) and 112 negative pairs (different topic).
Since we have more negative pairs than positive pairs, we bal-
anced the weight of both pair types in the verification loss
function. We did it by multiplying the loss of the negative
pairs by the ratio between the number of positive and negative
pairs. For Fisher data set, we reduced the minibatch size by
sampling from only 4 classes. We did so to avoid GPU mem-
ory overflow given the longer size of Fisher documents. Keras
with Tensorflow backend was used for our experiments [22].
Accuracy and F-score were used as evaluation metrics. F-
score is defined as harmonic average of precision and recall.
A good system should have high accuracy and F-score. F-
score is more appropriate metric compared to accuracy for
Fisher data as the data is unbalanced.
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Table 1: Accuracy and F-score on 20newsgroups and Fisher

dataset Model Accuracy F-measure

20 newsgroups

NTSG-1 [13] 82.6 81.2

SCDV [11] 84.6 84.6

CNN λ = 0 85.44 84.84

CNN λ = 0.16 86.12 85.57

Fisher

SVM MCE [20] 91.9 -

CNN λ = 0 92.27 89.73

CNN λ = 0.18 92.93 91.21

Table 2: MSCS analysis on document embeddings

λ MSCSW MSCSB

20 newsgroups
0 1.00 0.69

0.16 1.00 0.58

Fisher
0 0.95 0.63

0.18 0.96 0.55

4. RESULTS AND DISCUSSION

Figure 2 shows accuracy for the system with identifica-
tion+verification objective for different values of λ on both
data sets. The system with λ = 0 corresponds to just identi-
fication objective and serves as baseline. For many values of
λ, accuracy and F-score significantly improved on both data
sets.

Table 1 compares different systems in terms of accu-
racy and F-score. On 20 newsgroups, our baseline system
itself performs better than previously published results with
85.44% accuracy. Adding the verification loss, we improve
by 0.68% absolute with λ = 0.16. Our baseline system
is 0.84% better than SCDV [11], and overall our system is
1.52% better.

On Fisher, our system accuracies are 92.27% and 92.93%
when λ is 0 and 0.18 which are significantly better than the
accuracy 91.9% reported in [20]. Comparison with [20] may
not be appropriate here as authors used text produced by Au-
tomatic Speech Recognition (ASR) instead of manual tran-
scriptions.

Optimizing verification loss reduces the distances be-
tween positive pairs and increases distance between negative
pairs. To quantify this operation, we calculated mean squared
cosine similarity (MSCS) [8] within topics and between top-
ics. It is calculated as

MSCS =

√√√√ 2

M(M − 1)

∑
A,B

(1 + cos(A,B)

2

)2
(5)
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Fig. 3: Visualization of document embeddings on Fisher
dataset using t-SNE

where cosine distance is between document embeddings (out-
put of global pooling). Smaller values of MSCS indicate more
orthogonality and higher values indicate more similarity be-
tween document embeddings. We calculate within and be-
tween topic similarity, denoted by MSCSW and MSCSB re-
spectively. Table 2 shows that MSCSB value is smaller when
λ > 0 compared to λ = 0. It indicates that embeddings are
more orthogonal between topics when λ > 0.

Figure 3 shows t-Distributed Stochastic Neighbor Embed-
ding (t-SNE) visualization of document embeddings on fisher
dataset. Classes are indicated by different colors and class
index. t-SNE is applied after reducing dimensionality of doc-
ument embeddings to 30 using PCA. It can be observed that
classes are well separated into exactly 40 clusters which indi-
cates good classification accuracy.

5. CONCLUSION

In this paper, we presented an end-to-end framework for the
topic ID task. Multi-scale CNNs followed by temporal pool-
ing was proposed to compute document embeddings. These
embeddings were used for topic identification by applying a
fully connected layer with softmax activation. We proposed to
combine identification and verification objective functions to
train this network. Experiments on two contrasting data sets
–20 newsgroups and Fisher– showed that adding the verifi-
cation objective significantly improved accuracy and F-score
w.r.t. just using classification objective. To our knowledge,
the results obtained on the 20 newsgroups and Fisher datasets
outperformed over the best published results at the moment.
As future work, we further explore incorporating sequence
dynamics modeling with LSTM into this framework.
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