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ABSTRACT

Mismatched crowdsourcing based probabilistic human transcription
has been proposed recently for training and adapting acoustic mod-
els for zero-resourced languages where we do not have any native
transcriptions. This paper describes a machine transcription based
phone recognition system for recognizing zero-resourced languages
and compares it with baseline systems of MAP adaptation and semi-
supervised self training. With a set of available speech recogniz-
ers in source languages that cover all the basic phonetic features,
this work shows that we can use mismatched machine transcriptions
from these source languages to achieve human level transcriptions,
bypassing the laborious efforts of obtaining human transcriptions.
We also present a fully automated unsupervised approach for zero-
resourced speech recognition using mismatched machine transcrip-
tions for transfer learning of phone models.

Index Terms— automatic speech recognition (ASR), mis-
matched machine transcription, zero-resourced languages, modular
system, transfer learning

1. INTRODUCTION

For recognizing zero-resourced languages where the native tran-
scriptions are missing, we had previous work on generating proba-
bilistic transcriptions (PT) from mismatched crowdsourcing based
human non-sense transcriptions. The transcribers don’t understand
the target language and are transcribing the target speech using En-
glish or Mandarin orthographies. The PTs are then used for training
or adapting a multilingual ASR system [1, 2, 3].

For the task of generating transcription labels for training ASR,
could we create a fully automated machine transcription system that
reads the speech signals using English and Mandarin recognizers
and achieves better results than the human mismatched transcripts
which are sometimes very noisy? Given the clustering approach
in [4] and the distinctive feature knowledge, could we replace the
crowdsourcing based human transcriptions with machine transcrip-
tions and design a corresponding speech recognition system? We
would like to address these issues in the paper. Vietnamese and Sin-
gapore Hokkien (Hokkien,[5]) are the zero-resourced languages we
are using to analyze the usefulness of machine transcription systems.
We do not use any native transcriptions in the experiments.

2. RELATED WORK

Mismatched transcripts have been proven to be useful in acoustic
modeling for speech recognition on zero-resourced languages. The
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transcribers are presented with audio clips of the unknown target
language and asked to use the orthography of their native language
to write down what they hear. The resulting syllabic words from the
transcriptions are then converted and interpreted as phone level prob-
abilistic transcriptions (PT), which can be used for acoustic model-
ing [1, 2, 6].

With mismatched transcripts available in two languages (e.g.,
Mandarin and English transcriptions of Vietnamese), we recently
showed that improved probabilistic transcripts are obtained by clus-
tering the alignments between the annotator languages [7]. It rep-
resents the alignments in a bipartite graph based matrix where each
entry represents the probability of phone mappings. The clusters are
then obtained iteratively from the matrix to simulate the process of
extracting the closest phone clusters that the annotators from differ-
ent language backgrounds used to represent the same target speech.
We then proposed an optimization framework for inferring clusters
of the phonemes or graphemes in two annotators’ languages that
were used to represent the closely related phonemes in the target
language [4]. The resulting phonetic clusters also automatically rep-
resent the interaction between tone and phone, similar to the tone-
dependent phone sets of ASR.

When we have available resources to train acoustic models of
a related rich-resourced language, we could also use these data for
a zero-resourced target languages. Various approaches have been
proposed, such as bootstrapping from source-model alignments [8,
9],pooling data across languages [10], adaptation and self training of
the neural network models [11, 12], and phone mapping for recog-
nition with the source models [13]. We are still lacking the clear
procedures on the best way to perform such cross-lingual sharing
and need to evaluate the benefits that can be expected for different
amount of source and target data.

This paper will first show the extend to which we can use fully
automatic system to replace human crowdsourcing system. It is the
first time we propose a systematic way of deciding and using mis-
matched machine transcriptions for zero-resourced language speech
recognition. It then proposes an unsupervised cluster based phone
recognition system followed by a language model. Phone recogni-
tion followed by language modeling (PRLM) has been successfully
adopted in other speech processing fields such as language recogni-
tion [14] and similar concepts have also applied to spoken language
summarization [15]. We will show the effectiveness of PRLM sys-
tem in the task of speech recognition for zero-resourced languages.

3. PROPOSED USAGE OF MACHINE TRANSCRIPTIONS

We can transcribe speech into English and Mandarin phones simulta-
neously using speech recognition systems and then cluster them into
target phone sequence. By considering both the acoustic patterns
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and linguistic knowledge, it could potentially improve the current
human probabilistic transcription based system.

3.1. Steps of Machine Mismatched Transcription Algorithm

Step 1. Recognize the target speech using English and Mandarin
phone recognizers, such as the BUT phone recognizers[16] and
I2R speech recognizers[17], respectively. We collect the word level
outputs from multiple available word recognizers, such as Google,
CMU Sphinx, BUT, I2R, as the different machine transcribers and
then convert them to phone level sequences using lexicons. The
results will be compared based on recognition languages to find the
more generalizable one to better recognize the target language. In
this paper, recognition in a set of languages (Hungarian, English,
Mandarin, Czech, and Russian) are selected and used to generate a
set of phone error rates for comparison.
Step 2. Align the Mandarin and English (or other selected lan-
guages) phone sequences using Minimum Edit Distance based on
distinctive features from linguistic knowledge of the languages [6,
18] and then derive the clusters using the clustering process as in
[4]. This makes use of the distinctive feature knowledge to charac-
terize the phone differences between the languages [19]. It provides
additional information to the acoustic models.
Step 3. Convert the aligned phone recognition results from the
multiple recognizers to cluster sequences and use the majority vote
method to determine the final recognition results at target phone
level based on the clustering mapping derived in step 2. Evaluate
the phone error rate of the predicted transcripts.

3.2. Clustering Algorithm

The clustering algorithm proposed earlier [4] first constructs a matrix
W that represents a bipartite graph. Each entry value in W is defined
as

wij =
1

N

∑
q∈Xi

Sq(j)

where Sq(j) is the substitution probability for Mandarin phoneme
j by English transcription token q, Xi is the set of all transcription
instances of the ith English grapheme, and N is the number of all
transcription segments in the training data. The normalized distance
between any subsets A and B of English and Mandarin phonemes is
defined as

dN (A,B) =

d(A,B)

W (A,M) +W (E,B)
+

d(Ac, Bc)

W (Ac,M) +W (E,Bc)
.

where
d(A,B) = W (A,Bc) +W (Ac, B)

and
W (A,B) =

∑
iεA,jεB

wij

It is shown that minimizing dN (A,B) is equivalent to finding the

second largest singular vectors of the matrix D
− 1

2
X WD

− 1
2

Y , where
DX and DY are the diagonal matrices where each diagonal element
is the sum of the corresponding row or column of W. The resulted
sub-clusters A and B are to be divided again according to the algo-
rithm. Eventually the phones in each cluster are closely related and
can be tagged with one target phone in the target language based on
phonetic feature similarity.

3.3. Language Set Analysis

English Trans.
DH EY AA B EH N EY UW G

AA K Y NG AH M OW OP AY V
EY B AW W IH DH EH AH

Mandarin Trans.
HUA2 BEN4 SHU3 GANG1 HAO3

JUN2 AN1 MAO4 BAI3 ZEI2
LENG3 DA3 WEI3 BIE2

Table 1. Sample utterance in Vietnamese with mismatched machine
transcriptions in English phones and Mandarin Pinyin with 4 tones.

Sample utterance in Vietnamese with mismatched machine tran-
scriptions at phone level in English and Mandarin Pinyin are shown
in Table 1. It shows that automatic speech recognizers can detect
the pronunciations of consonants and vowels in the speech signals.
In our experiments, 2 transcribers or ASR systems (from BUT, I2R
and CMU Sphinx) are used for English and Mandarin. One sys-
tem is used for other languages. The phone error rates of differ-
ent systems and the clustering results from two language pairs (En-
glish+Mandarin and Hungarian+Mandarin) are presented in Table 2.
We can observe that, due to the different language similarities based
on the distinctive features, certain mismatched languages that have
similar phoneme pronunciations can be used to transcribe the similar
languages in a better way (English+Mandarin performs worse than
Hungarian+Mandarin).

The cost or difficulty of getting transcribers from certain lan-
guage is related to the number of available transcribers or transla-
tors of certain language we can find in Upwork (www.upwork.com).
For example, we can find 159683 transcribers of English, 3746 tran-
scribers in Mandarin and 1286 transcribers in Hungarian. Then it
is much more costly to find Hungarian transcribers than finding En-
glish transcribers[18].

PER of recognizers Vietnam. Hokkien
Hungarian 74.97% 73.42%
Mandarin 78.37% 72.51%

English 84.41% 83.20%
Czech 75.69% 74.56%

Russian 84.70% 87.70%
Cluster(English+Mandarin) 76.32% 71.31%
Cluster(Hungarian+English) 75.94% 72.59%
Cluster(Russian+Mandarin) 79.86% 74.64%
Cluster(Hungarian+Russian) 78.15% 75.32%

Cluster(Mandarin+Czech) 76.93% 69.13%
Cluster(Hungarian+Czech) 74.62% 70.56%

Cluster(Hungarian+Mandarin) 74.11% 67.42%

Table 2. Phone Error Rate (PER) of different recognition systems
from BUT (Hungarian, English, Czech, Russian), I2R (English and
Mandarin), and CMU Sphinx (Mandarin)

For a given target language, we can find in the language cov-
erage table [18] on the closest transcribing languages that cover all
the distinctive features in the target language. Since each language
has a weight which indicates the number of transcribers/translators
in Upwork, we have to choose the transcribers and native languages
according to the difficulty and cost of getting them. For our example
as in Table 2, Hungarian+Mandarin turns out to be the best com-
bination for both Vietnamese and Hokkien. The English+Mandarin
transcription of Vietnamese is less accurate than the corresponding
Hungarian+Mandarin combination. This indicates that if possible,
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getting Hungarian transcribers will be performing better than get-
ting English transcribers. However, since Hungarian transcribers are
difficult to be found online, we may better use mismatched machine
transcriptions in Hungarian and Mandarin in this case in stead of
using human English+Mandarin transcriptions online.

According to the language coverage table for the distinctive fea-
tures, the languages Hungarian, Mandarin, English, Czech and Rus-
sian could theoretically cover all the distinctive features of most lan-
guages. Hence for any zero-resourced language, we could test it us-
ing the recognition systems in these five languages. If any one of the
systems give a phone recognition accuracy higher than a threshold,
we would suggest to use machine transcriptions and then the pro-
posed modular system, instead of using human transcriptions. Next,
we will propose such a system and try to find such a threshold.

PER of transcripts Vietnam. Hokkien
PT English 76.02% 70.34%

Clustering(Human) 68.45% 67.96%
Clustering(Machine) 74.11% 67.42%

Table 3. Phone Error Rate from predicted transcriptions. PT En-
glish is the probabilistic transcript from English transcribers. Clus-
tering(Human) is the clustering of English and Mandarin transcrip-
tions. Cluster(Machine) is the clustering of the outputs of Hungarian
and Mandarin recognizers.

Clustering method makes it possible to compare the machine
and human transcriptions on the same settings of predicted transcrip-
tions. The results from the proposed machine transcription frame-
work are compared with the results from the previous probabilis-
tic transcription approach in Table 3. Mismatched transcribers from
English background typically provide non-sense word transcriptions
that are more noisy for grapheme-to-phoneme conversion, compared
with the Mandarin transcriptions [20], due to the nature of the lan-
guages. In Table 3, we can observe that for Vietnamese, since human
Mandarin transcribers do a good job on transcription, the resulted
human transcriptions are better than the machine transcriptions. For
Hokkien, the machine transcriptions from Hungarian and Mandarin
outperforms the human transcriptions from English and Mandarin.
It shows that the performance of the existing speech recognizers on
the target language does provide reasonable links to predict whether
the machine transcriptions are comparable with the human transcrip-
tions when we evaluate on the cluster sequence.

4. UNSUPERVISED MODULAR PHONE RECOGNITION
SYSTEMS USING MISMATCHED CLUSTERS

This section discusses the usage of automatically generated clusters
for proposing and developing an unsupervised phone recognition
system.

4.1. Use clusters to combine the English and Mandarin mis-
matched recognizers

For a typical Neural Network (NN) structure, we have input x at
each aligned time frame to be the acoustic features and output to the
corresponding clusters derived from the previous section. Assume
that in each column of the weight matrix W, we define the cluster
which corresponds to the target segment to be

Cj = {M1,M2, ..Mk} ∪ {E1, E2, ..El}

i.e. the cluster Cj contains k Mandarin phones and l English phones.
The weighted input at the output layer given the input x should be

Pr(Cj |x) =
NM∑
k=1

Pr(Mk|x)WM (k, j) +

NE∑
l=1

Pr(El|x)WE(l, j)

Output:

Ykc =
Pr(Ck|xc)∑V
j=1 Pr(Cj |xc)

where NM and NE are the total number of Mandarin and English
phones and acoustic models, respectively, Pr(Mk|x) and Pr(El|x)
are fixed posteriors and given by the HMM-DNN or HMM-GMM
trained acoustic models of typical Mandarin and English recogniz-
ers, and c is the time frame index. The softmax output is compared
with the reference target phone labels V predicted from the clusters
[4] (dimension: target phone set × number of phone labels) using
the cross entropy criteria

E = −
∑
c

∑
j

Vjclog(Yjc)

Hence the update rule for WE , and likewise for WM is

∂E

∂WE(l, k)
= −

∑
c

VkcPr(El|x)(1− Ykc)

The weights in neural network define the soft boundaries of the
clusters and the resulted network can be used to combine the model
outputs of English and Mandarin recognition systems and generate
target phone sequences during testing.

4.2. Parsing recognized outputs using integrated language
model

After we have developed the phone recognition system as in figure
1 and the previous section, where the clusters are used to train the
soft weightings of the corresponding English and Mandarin acous-
tic models, the cluster based language model is then developed here
and used to parse the output from the speech recognizer to further
improve the phone recognition accuracy. This modular system is in-
spired from chapter 7 in [21]. It shows that with the English and
Mandarin recognizers and mismatched machine transcriptions avail-
able, clustering can help prepare a large amount of transcription la-
bels for acoustic model training, without the need of hiring native
transcribers. In this case, cluster sequences, when converted to IPA
sequences, are used as the generated transcriptions to combine the
output of the English and Mandarin recognizers.

Then we trained the cluster based language model with previous
recognized clusters and current mismatched phones as inputs, the fi-
nally predicted cluster as output. In particular, we use LSTM model
with the vector of [C−1,M−1, E−1], [Cx,M,E] as the two-time-
step input, C as the output, where C is the generated target clus-
ter sequence, E and M are the English and Mandarin mismatched
grapheme sequence, C−1,M−1, E−1 are the C, M, E at previous
time step, Cx is the currently recognized cluster from the adapted
acoustic model given the current audio frame x. The general pars-
ing model’s likelihood is hence p(C|Cx, E,M,C−1, E−1,M−1).
With mismatched crowdsourced data, this model is trained and used
to do further correction on the output of the recognition system, as-
suming that we only know the number of phones in the target lan-
guage.
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Fig. 1. The phone recognition and language model (PRLM) modular
system that combines sections 4.1 and 4.2

5. EXPERIMENTAL RESULTS

5.1. Baseline 1 (Model based transfer learning): MAP adapta-
tion system using PT

This paper proposed a database based transfer learning system. It
will be compared with the model based transfer learning approaches
for the target phones. In natural language processing research where
the source data is labeled but the target data is unlabeled, it was pre-
sented that the database based transfer learning with domain adapta-
tion is more effective than the model or feature based transfer learn-
ing [22]. Here the model transfer is performed with Maximum A
Posteriori (MAP) adaptation using PT. In training the parameters of
the baseline acoustic model in [2], for each training utterance, we
work with the cascade H ◦ C ◦ L ◦ T , where T is a linear chain
FST representing the training transcript. During adaptation, for each
training utterance (in the target language), we work with the cascade
H ◦C ◦L ◦PT , where PT is a WFST representing the probabilistic
transcript. During training of the acoustic models, we use the univer-
sal phone set and train the multilingual system using 40 minutes data
from each of the six languages including Arabic, Dutch, Hungarian,
Mandarin, Swahili and Urdu, in SBS dataset [23]. The experiment
uses about 1 hour of mismatched transcriptions of Vietnamese (from
SBS) and Hokkien (collected in I2R [4]) for adaptation and about
10 minute matched transcriptions for the evaluation.

5.2. Baseline 2 (Semi-supervised self training of acoustic mod-
els): Cluster-Trained Phone Recognition System

Self generated training labels are used to train acoustic models un-
der semi-supervised settings with the best obtained labels [24]. This
approach first learns the phone level bigram language model from
the target phone sequences generated in section 3.1. Then it trains
an ASR system using the target language’s 1 hour speech data tran-
scribed by humans and machines. It uses the best converted target
phone cluster sequences as labels and the learned language model.
Finally it uses the trained system as the phone recognizer to recog-
nize 2 hr extra speech data in the target language to generate the self
trained labels and then train the system again with the 3 hr speech
data and the generated labels. It uses the same 10 minute matched
transcriptions for evaluation.

5.3. Results: phone recognition

First, we train two monolingual DNN based ASR systems in English
and Mandarin using Kaldi [25] and more than 40 hours of speech
data for each language [17]. Our modular system then does not
change the well trained English and Mandarin acoustic models them-
selves. Instead, we only combine the two monolingual systems us-
ing the soft clusters as an additional neural network layer and further
parse the output using the learned context dependent relations from
the cluster sequences. Hence it is not to re-train the system using
the new labels but to transfer the knowledge in rich-resourced lan-
guage to learn the zero-resourced language. We evaluated and com-
pared the clustering based phone prediction performance generated
from the transcripts by humans and machines in Table 3. In Table
4, we compare the phone recognition performances of the baseline
MAP model transfer system, system self-trained using the predicted
cluster labels and the modular system. Modular system further im-
proves the performance of the phone recognition system, machine
clustering system and model transfer baseline for both languages.
Using rich-resource-trained speech recognizers in English and Man-
darin and linguistic knowledge in distinctive features has reasonable
benefits from the more accurate acoustic models compared with the
system trained with limited 1 hour predicted cluster labels.

PER of recognition systems Vietnam. Hokkien
Baseline 1 76.61% 72.78%
Baseline 2 73.28% 67.49%

Proposed Modular System 69.17% 66.54%

Table 4. Error rates from three phone recognition systems.

6. DISCUSSION AND CONCLUSION

Proposed procedures for deciding human or machine mismatched
transcriptions are related to the phone recognition accuracy of the
existing speech recognition systems in a set of languages and the
language coverage weightings. If the existing speech recognizers in
certain language set can give an accuracy over a pre-defined thresh-
old, we would suggest to use machine transcriptions. Here in our ex-
periments, we find that the automatic phone recognition can use the
machine transcriptions in a better way than the human transcriptions
for Hokkien but not for Vietnamese. Since two speech recognition
systems (Hungarian and Mandarin) can give a phone error rate less
than 74% for Hokkien and none of them can have a similar result for
Vietnamese, we can guess that such a threshold could be below 74%
phone error rate. The exact threshold range and its generalizability
need further studies.

Clustering method together with machine transcriptions are used
as an automated mismatched phone recognition system. The phone
recognizer followed by phone language model is then proposed.
Machine mismatched transcriptions are comparable to human mis-
matched transcriptions for low-resourced ASR, given the constraint
and trade-off that machine transcription can use any languages that
better match the target language, while human transcription is lim-
ited to the resources of English and Mandarin transcribers (finding
low-resourced language transcribers online is harder and more ex-
pensive according to the language coverage weight). When there is
no rich-resourced language that is very close to the target language,
and the machine transcriptions can give a performance higher than
a proposed threshold, machine transcriptions are preferred for the
zero-resourced languages that are hard to find native transcribers.
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