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ABSTRACT

The teacher-student (T/S) learning has been shown effective in
unsupervised domain adaptation [1]. It is a form of transfer learning,
not in terms of the transfer of recognition decisions, but the knowl-
edge of posteriori probabilities in the source domain as evaluated
by the teacher model. It learns to handle the speaker and environ-
ment variability inherent in and restricted to the speech signal in
the target domain without proactively addressing the robustness to
other likely conditions. Performance degradation may thus ensue.
In this work, we advance T/S learning by proposing adversarial T/S
learning to explicitly achieve condition-robust unsupervised domain
adaptation. In this method, a student acoustic model and a condition
classifier are jointly optimized to minimize the Kullback-Leibler di-
vergence between the output distributions of the teacher and student
models, and simultaneously, to min-maximize the condition classi-
fication loss. A condition-invariant deep feature is learned in the
adapted student model through this procedure. We further propose
multi-factorial adversarial T/S learning which suppresses condition
variabilities caused by multiple factors simultaneously. Evaluated
with the noisy CHiME-3 test set, the proposed methods achieve rel-
ative word error rate improvements of 44.60% and 5.38%, respec-
tively, over a clean source model and a strong T/S learning baseline
model.

Index Terms— teacher-student learning, adversarial training,
domain adaptation, parallel unlabeled data

1. INTRODUCTION

With the advance of deep learning, the performance of automatic
speech recognition (ASR) has been greatly improved [2, 3, 4, 5, 6].
However, the ASR still suffers from large performance degrada-
tion when a well-trained acoustic model is presented in a new
domain [7, 8]. Many domain adaptation techniques were proposed
to address this issue, such as regularization-based [9, 10, 11, 12],
transformation-based [13, 14, 15], singular value decomposition-
based [16, 17, 18] and subspace-based [19, 20, 21, 22] approaches.
Although these methods effectively mitigate the mismatch between
source and target domains, they reply on the transcription or the
first-pass decoding hypotheses of the adaptation data.

To address these limitations, teacher-student (T/S) learning [23]
is used to achieve unsupervised adaptation [1] with no exposure to
any transcription or decoded hypotheses of the adaptation data. In
T/S learning, the posteriors generated by the teacher model are used
in lieu of the hard labels derived from the transcriptions to train the
target-domain student model. Although T/S learning achieves large
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word error rate (WER) reduction in domain adaptation, it is similar
to the traditional training criterion such as cross entropy (CE) which
implicitly handles the variations in each speech unit (e.g. senone)
caused by the speaker and environment variability in addition to pho-
netic variations.

Recently, adversarial training has become a hot topic in deep
learning with its great success in estimating generative models [24].
It has also been applied to noise-robust [25, 26, 27, 28] and speaker-
invariant [29] ASR using gradient reversal layer [30] or domain sep-
aration network [31]. A deep intermediate feature is learned to be
both discriminative for the main task of senone classification and in-
variant with respect to the shifts among different conditions. Here,
one condition refers to one particular speaker or one acoustic en-
vironment. For unsupervised adaptation, both the T/S learning and
adversarial training forgo the need for any labels or decoded results
of the adaptation data. T/S learning is more suitable for the situa-
tion where parallel data is available since the paired data allows the
student model to be better-guided by the knowledge from the source
model, while adversarial training is more powerful when such data
is not available.

To benefit from both methods, in this work, we advance T/S
learning with adversarial T/S training for condition-robust unsu-
pervised domain adaptation, where a student acoustic model and
a domain classifier are jointly trained to minimize the Kullback-
Leibler (KL) divergence between the output distributions of the
teacher and student models as well as to min-maximize the con-
dition classification loss through adversarial multi-task learning.
A senone-discriminative and condition-invariant deep feature is
learned in the adapted student model through this procedure. Based
on this, we further propose the multi-factorial adversarial (MFA)
T/S learning where the condition variabilities caused by multiple
factors are minimized simultaneously. Evaluated with the noisy
CHiME-3 test set, the proposed method achieves 44.60% and 5.38%
relative WER improvements over the clean model and a strong T/S
adapted baseline acoustic model, respectively.

2. TEACHER-STUDENT LEARNING

By using T/S learning for unsupervised adaption, we want to learn
a student acoustic model that can accurately predict the senone pos-
teriors of the target-domain data from a well-trained source-domain
teacher acoustic model. To achieve this, we only need two sequences
of unlabeled parallel data, i.e., an input sequence of source-domain
speech frames to the teacher model XT = {xT1 , . . . , xTN} and an
input sequence of target-domain speech frames to the student model
XS = {xS1 , . . . , xSN}. XT and XS are parallel to each other, i.e,
each pair of xSi and xTi , ∀i ∈ {1, . . . , N} are frame-by-frame syn-
chronized.
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T/S learning aims at minimizing the Kullback-Leibler (KL) di-
vergence between the output distributions of the teacher model and
the student model by taking the unlabeled parrallel dataXT andXS

as the input to the models. The KL divergence between the teacher
and student output distributions pT (q|xTi ; θT ) and pS(q|xSi ; θS) is

KL(pT ||pS) =
∑
i

∑
q∈Q

pT (q|xTi ; θT ) log
(
pT (q|xTi ; θT )
pS(q|xSi ; θS)

)
(1)

where q is one of the senones in the senone set Q, i is the frame in-
dex, θT and θS are the parameters of the teacher and student models
respectively. To learn a student network that approximates the given
teacher network, we minimize the KL divergence with respect to
only the parameters of the student network while keeping the param-
eters of the teacher model fixed, which is equivalent to minimizing
the loss function below:

L(θS) = −
∑
i

∑
q∈Q

pT (q|xTi ; θT ) log pS(q|xSi ; θS) (2)

The target domain data used to adapt the student model is usu-
ally recorded under multiple conditions, i.e., the adaptation data of-
ten comes from a large number of different talkers speaking under
various types of environments (e.g., home, bus, restaurant and etc).
T/S learning can only implicitly handle the inherent speaker and en-
vironment variability in the speech signal and its robustness can be
improved if it can explicitly handle the condition invariance.

3. ADVERSARIAL TEACHER-STUDENT LEARNING

In this section, we propose the adversarial T/S learning (see Fig. 1)
to effectively suppress the condition (i.e., speaker and environment)
variations in the speech signal and achieve robust unsupervised adap-
tation with multi-conditional adaptation data.

Fig. 1. The framework of adversarial T/S learning for unsupervised
adaptation of the acoustic models

Similar to the T/S learning, we first clone the student acoustic
model from the teacher and use unlabeled parallel data as the input
to adapt the student model. To achieve condition-robustness, we
learn a condition-invariant and senone-discriminative deep feature
in the adapted student model through the senone posteriors gener-
ated by the teacher model and the condition label for each frame. In
order to do so, we view the first few layers of the acoustic model

as a feature extractor with parameters θf that maps input speech
frames XS of different conditions to deep intermediate features
FS = {fS1 , . . . , fSN} and the upper layers of the student network
as a senone classifier My with parameters θy that maps the interme-
diate features FS to the senone posteriors pS(q|fSi ; θy), q ∈ Q as
follows:

My(f
S
i ) =My(Mf (x

S
i )) = pS(q|xSi ; θf , θy) (3)

where we have θS = {θf , θy} as the student model.
We further introduce a condition classifier network Mc with

θc which maps the deep features FS to the condition posteriors
pc(a|xSi ; θc, θf ), a ∈ A as follows:

Mc(Mf (x
S
i )) = pc(a|xSi ; θc, θf ) (4)

where a is one condition in the set of all conditions A.
To make the deep features FS condition-invariant, the distribu-

tions of the features from different conditions should be as close to
each other as possile. Therefore, the Mf and Mc are jointly trained
with an adversarial objective, in which θf is adjusted to maximize
the condition classification loss Lcondition(θf , θc) while θc is adjusted
to minimize the Lcondition(θf , θc) below:

Lcondition(θf , θc) = −
N∑
i

log pc(c
S
i |xSi ; θf , θc)

= −
N∑
i

∑
a∈A

1[a=cSi ] logMc(Mf (x
S
i )) (5)

where cSi denote the condition label for the input frame xSi of the
student model.

This minimax competition will first increase the discriminativ-
ity of Mc and the condition-invariance of the features generated by
Mf and will eventually converge to the point where Mf generates
extremely confusing features that Mc is unable to distinguish.

At the same time, we use T/S learning to let the behavior of
the student model in the target domain approach the behavior of the
teacher model in the source domain by minimizing the KL diver-
gence of the output distributions between the student and teacher
acoustic models. Equivalently, we minimize the loss function in Eq.
(2) as re-formulated below:

LTS(θf , θy) = −
∑
i

∑
q∈Q

pT (q|xTi ; θf , θy)My(Mf (x
S
i )) (6)

In adversarial T/S learning, the student network and the condition
classifier network are trained to jointly optimize the primary task of
T/S learning using soft targets from the teacher model and the sec-
ondary task of condition classification with an adversarial objective
function. Therefore, the total loss is constructed as

Ltotal(θf , θy, θc) = LTS(θf , θy)− λLcondition(θf , θc) (7)

where λ controls the trade-off between the T/S loss and the condition
classification loss in Eq.(6) and Eq.(5) respectively.

We need to find the optimal parameters θ̂y, θ̂f and θ̂c such that

(θ̂f , θ̂y) = min
θy,θf

Ltotal(θf , θy, θ̂c) (8)

θ̂c = max
θc
Ltotal(θ̂f , θ̂y, θc) (9)
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The parameters are updated as follows via back propagation
through time with stochastic gradient descent (SGD):

θf ← θf − µ
[
∂LTS

∂θf
− λ∂Lcondition

∂θf

]
(10)

θc ← θc − µ
∂Lcondition

∂θc
(11)

θy ← θy − µ
∂LTS

∂θy
(12)

where µ is the learning rate.
Note that the negative coefficient −λ in Eq. (10) induces re-

versed gradient that maximizes Lcondition(θf , θc) in Eq. (5) and
makes the deep feature condition-invariant. For easy implemen-
tation, gradient reversal layer is introduced in [30], which acts as
an identity transform in the forward propagation and multiplies the
gradient by −λ during the backward propagation.

The optimized student network consisting ofMf andMy is used
as the adapted acoustic model for ASR in the target-domain.

4. MULTI-FACTORIAL ADVERSARIAL
TEACHER-STUDENT LEARNING

Speaker and environment are two different factors that contribute to
the inherent variability of the speech signal. In Section 3, adver-
sarial T/S learning is proposed to reduce the variations induced by
the single condition. For a more comprehensive and thorough so-
lution to the condition variability problem, we further propose the
multi-factorial adversarial (MFA) T/S learning, in which multiple
factors causing the condition variability are suppressed simultane-
ously through adversarial multi-task learning.

In MFA T/S framework, we keep the senone classifier My and
feature extractor Mf the same as in adversarial T/S, but introduce R
condition classifiers Mr

c , r = 1, . . . , R. Mr
c maps the deep feature

to the posteriors of the p-th condition. To make the deep features FS

condition-invariant to each factor, we jointly train Mf and Mc with
an adversarial objective, in which θf is adjusted to maximize the to-
tal condition classification loss of all factors while θrc is adjusted to
minimize the total condition classification loss of all factors. At the
same time, we minimize the KL divergence between the output dis-
tributions of the teacher and student models. The total loss function
for MFA T/S learning is formulated as

Ltotal(θf , θy, θ
1
c , . . . , θ

R
c ) = LTS(θf , θy)− λ

R∑
r=1

Lrcondition(θ
r
c , θf )

(13)

where LTS is defined in Eq. (6) and Lrcondition for each r are formu-
lated in the same way as in Eq. (5). All the parameters are optimized
in the same way as in Eq. (8) to Eq. (12). Note that better per-
formance may be obtained when the condition losses have different
combination weights. However, we just equally add them together
in Eq. (13) to avoid tuning.

5. EXPERIMENTS

To compare directly with the results in [1], we use exactly the same
experiment setup as in [1]. We perform unsupervised adaptation of
a clean long short-term memory (LSTM)- recurrent neural networks
(RNN) [32] acoustic model trained with 375 hours of Microsoft Cor-
tana voice assistant data to the noisy CHiME-3 dataset [33] using T/S

and adversarial T/S learning. The CHiME-3 dataset incorporates
Wall Street Journal (WSJ) corpus sentences spoken in challenging
noisy environments, recorded using a 6-channel tablet. The real far-
field noisy speech from the 5th microphone channel in CHiME-3
development data set is used for testing. A standard WSJ 5K word
3-gram language model (LM) is used for decoding.

The clean acoustic model is an LSTM-RNN trained with cross-
entropy criterion. We extract 80-dimensional input log Mel filter-
bank feature as the input to the acoustic model. The LSTM has 4
hidden layers with 1024 units in each layer. A 512-dimensional pro-
jection layer is inserted on top each hidden layer to reduce the num-
ber of parameters. The output layer has 5976 output units predicting
senone posteriors. A WER of 23.16% is achieved when evaluating
the clean model on the test data. The clean acoustic model is used as
the teacher model in the following experiments.

5.1. T/S Learning for Unsupervised Adaptation

We first use parallel data consisting of 9137 pairs of clean and noisy
utterances in the CHiME-3 training set (named as “clean-noisy”) as
the adaptation data for T/S learning. In order to let the student model
be invariant to environments, the training data for student model
should include both clean and noisy data. Therefore, We extend the
original T/S learning work in [1] by also including 9137 pairs of the
clean and clean utterances in CHiME-3 (named as “clean-clean”) for
adaptation. By perform T/S learning with both the “clean-noisy” and
“clean-clean” parallel data, the learned student model should per-
form well on both the clean and noisy data because it will approach
the behavior of teacher model on clean data no matter it is presented
with clean or noisy data.

The unadapted Cortana model has 6.96% WER on the clean test
set. After T/S learning with both the “clean-noisy” and “clean-clean”
parallel data, the student model has 6.99% WER on the clean test. As
the focus of this study is to improve T/S adaptation on noisy test data,
we will only report results with the CHiME-3 real noisy channel 5
test set. The WER results on the noisy channel 5 test set of T/S learn-
ing are shown in Table 1. The T/S learning achieves 13.88% and
13.56% average WERs when adapted to “clean-noisy” and “clean-
noisy & clean-clean” respectively, which are 40.05% and 41.45%
relative improvements over the unadapted clean model. Note that
our experimental setup does not achieve the state-of-the-art perfor-
mance on CHiME-3 dataset (e.g., we did not perform beamforming,
sequence training or use RNN LM for decoding.) since our goal
is to simply verify the effectiveness of adversarial T/S learning in
achieving condition-robust unsupervised adaptation.

5.2. Adversarial T/S Learning for Environment-Robust Unsu-
pervised Adaptation

We adapt the clean acoustic model with the “clean-noisy & clean-
clean” parallel data using adversarial T/S learning so that the result-
ing student model is environment invariant. The feature extractor
Mf is initialized with the first Nh hidden layers of the clean stu-
dent LSTM and the senone classifier My is initialized with the last
(4−Nh) hidden layers plus the output layer of the clean LSTM.Nh
indicates the position of the deep feature in the student LSTM. The
condition classifier DNN Mc has 2 hidden layers with 512 units in
each hidden layer.

To achieve environment-robust unsupervised adaptation, the
condition classifier DNN Mc is designed to predict the posteriors of
different environments at the output layer. As the adaptation data
comes from both the clean and noisy environments, we first use
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System Adaptation Data BUS CAF PED STR Avg.
Unadapted - 27.93 24.93 18.53 21.38 23.16

T/S clean-noisy 16.00 15.24 11.27 13.07 13.88
clean-noisy, clean-clean 15.96 14.32 11.00 13.04 13.56

Table 1. The WER (%) performance of unadapted, T/S learning adapted LSTM acoustic models for robust ASR on the real noisy channel 5
test set of CHiME-3.

System Conditions BUS CAF PED STR Avg.

Adversarial
T/S

2 environments 15.24 13.95 10.71 12.76 13.15
6 environments 15.58 13.23 10.65 13.10 13.12

87 speakers 14.97 13.63 10.84 12.24 12.90
87 speakers, 6 environments 15.38 13.08 10.47 12.45 12.83

Table 2. The WER (%) performance of adversarial T/S learning adapted LSTM acoustic models for robust ASR on the real noisy channel 5
test set of CHiME-3. The adaptation data consists of “clean-noisy” and “clean-clean”.

an Mc with 2 output units to predict these two environments. As
shown in Table 2, the adversarial T/S learning with 2-environment
condition classifier achieves 13.15% WER, which are 43.22% and
3.02% relatively improved over the unadapted and T/S learning
adapted models respectively. The Nh and λ are fixed at 4 and 5.0
respectively in all our experiments.

However, the noisy data in CHiME-3 is recorded under 5 dif-
ferent noisy environments, i.e, on buses (BUS), in cafes (CAF),
in pedestrian areas (PED), at street junctions (STR) and in booth
(BTH). To mitigate the speech variations among these environ-
ments, we further use an Mc with 6 output units to predict the
posteriors of the 5 noisy and 1 clean environments. The WER with
6-environment condition classier is 13.12% which achieves 43.35%
and 3.24% relative improvement over the unadapted and T/S learn-
ing adapted baseline models respectively. The increasing amount
of noisy environments to be normalized through adversarial T/S
learning lead to very limited WER improvement which indicates
that the differences among various kinds of noises are not significant
enough in CHiME-3 as compared to the distinctions between clean
and noisy data.

5.3. Adversarial T/S Learning for Speaker-Robust Unsuper-
vised Adaptation

To achieve speaker-robust unsupervised adaptation, Mc is designed
to predict the posteriors of different speaker identities at the output
layer. The 7138 simulated and 1999 real noisy utterances in CHiME-
3 training set are dictated by 83 and 4 different speakers respec-
tively and the 9137 clean utterances are read by the same speakers.
In speaker-robust adversarial T/S adaptation, an Mc with 87 output
units are used to predict the posteriors of the 87 speakers. From Ta-
ble 2, the adversarial T/S learning with 87-speaker condition classi-
fier achieves 12.90% WER, which is 44.30% and 4.87% relative im-
provement over the unadapted and T/S adapted baseline models re-
spectively. Larger WER improvement is achieved by speaker-robust
unsupervised adaptation than the environment-robust methods. This
is because T/S learning itself is able to reduce the environment vari-
ability through directly teaching the noisy student model with the
senone posteriors from the clean data, which limits the space of im-
provement that environment-robust adversarial T/S learning can ob-
tain.

5.4. Multi-factorial Adversarial T/S Learning for Unsupervised
Adaptation

Speaker and environment robustness can be achieved simultaneously
in unsupervised adaptation through MFA T/S learning, in which we
need two condition classifiers: M1

c predicts the posteriors of 87
speakers and M2

c predicts the posteriors of 1 clean and 5 noisy envi-
ronments in the adaptation data. From Table 2, the MFA T/S learn-
ing achieves 12.83% WER, which is 44.60% and 5.38% relative im-
provement over unadapted and T/S baseline models. The MFA T/S
achieves lower WER than all the unifactorial adversarial T/S systems
because it addresses the variations caused by all kinds of factors.

6. CONCLUSIONS

In this work, adversarial T/S learning is proposed to adapt a clean
acoustic model to highly mismatched multi-conditional noisy data
in a purely unsupervised fashion. To suppress the condition variabil-
ity in speech signal and achieve robust adaptation, a student acoustic
model and a condition classifier are jointly optimized to minimize
the KL divergence between the output distributions of the teacher
and student models while simultaneously mini-maximize condition
classification loss. We further propose the MFA T/S learning where
multiple condition classifiers are introduced to reduce the condition
variabilities caused by different factors. The proposed methods re-
quires only the unlabeled parallel data for domain adaptation.

For environment adaptation on CHiME-3 real noisy channel 5
dataset, T/S learning gets 41.45% relative WER reduction from the
clean-trained acoustic model. Adversarial T/S learning with envi-
ronment and speaker classifiers achieves 3.24% and 4.87% relative
WER improvements over the strong T/S learning model, respec-
tively. MFA T/S achieves 5.38% relative WER improvement over
the same baseline. On top of T/S learning, reducing speaker vari-
ability proves to be more effective than reducing environment vari-
ability T/S learning on CHiME-3 dataset because T/S learning al-
ready addresses most environment mismatch issues. Simultaneously
decreasing the condition variability in multiple factors can further
slightly improve the ASR performance.

The adversarial T/S learning was verified its effectiveness with
a relatively small CHiME-3 task. We recently developed a far-field
speaker system using thousands of hours data with T/S learning [34].
We are now currently applying the proposed adversarial T/S learning
to further improve our far-field speaker system.
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