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ABSTRACT

This paper describes a neural network approach to far-field speech
separation using multiple microphones. Our proposed approach is
speaker-independent and can learn to implicitly figure out the number
of speakers constituting an input speech mixture. This is realized by
utilizing the permutation invariant training (PIT) framework, which
was recently proposed for single-microphone speech separation. In
this paper, PIT is extended to effectively leverage multi-microphone
input. It is also combined with beamforming for better recognition
accuracy. The effectiveness of the proposed approach is investigated
by multi-talker speech recognition experiments that use a large quan-
tity of training data and encompass a range of mixing conditions.
Our multi-microphone speech separation system significantly out-
performs the single-microphone PIT. Several aspects of the proposed
approach are experimentally investigated.

Index Terms— Speech separation, multi-talker speech recogni-
tion, far-field audio, cocktail party problem, neural networks, acoustic
beamforming

1. INTRODUCTION

Machine implementation of cocktail party listening, the ability of
selectively recognizing one or each speaker in far-field multi-talker
environments, will be a milestone toward realizing computers that
can understand complex auditory scenes as accurately as humans.
Cocktail-party listening systems that can separate and recognize over-
lapped voices will significantly enhance the transcription accuracy
for human conversations recorded with distant microphones. While
it may be possible to build such systems with only a single micro-
phone, approaches using multiple microphones are more practical
because information on speaker locations that may be inferred from
multi-microphone signals is usually helpful in separating speech.

Most existing multi-microphone approaches to speech separa-
tion share a serious drawback. They require prior knowledge of the
number of the speakers participating in the input speech mixture.
This is a prerequisite for popular approaches such as independent
component analysis (ICA) [1–3] and time-frequency (TF) bin clus-
tering [4–7]. Speaker number estimation is a challenging task by
itself and far from being solved although a lot of efforts have been
made to address it [8,9]. Thus, the speech separation technology has
found little application so far in commercial products, especially in
speech recognition space.

In this paper, we take a different approach. We build a neural
network that produces a fixed number, I, of outputs where, when
there are K speakers, only K of the output channels contain separated
speech signals while the remaining I − K channels produce zero
values. This is made possible by extending the permutation invariant
training (PIT) framework [10], which has recently been developed
for single-microphone speech separation, to the multi-microphone

scenario. Unlike most neural speech separation methods [11, 12],
networks obtained with PIT are speaker independent, i.e., they are
not hardwired to specific target speakers.

The contribution of this work is three-fold.
• The PIT framework is extended to multi-microphone speech
separation. We explore different multi-microphone features to
make the best use of the information that multi-channel audio
capture can provide.

• To further capitalize on the spatial information obtained from
the multi-channel audio capture, mask-driven beamforming
is adopted instead of TF masking. This results in significant
gains in multi-talker speech recognition accuracy especially
when overlap is severe.

• Extensive performance analysis is conducted at a large scale.
Our evaluation is performed across five different mixing con-
ditions from complete overlap to no overlap where people
speak one after another. The speech recognition system em-
ployed in our experiments makes use of a far-field acous-
tic model trained on thousands of hours of noise-corrupted
speech. We also examine the impact that the quantity of the
speech separation training data has on the recognition perfor-
mance.

The next section reviews the PIT framework. Section 3 de-
scribes the proposed speech separation system, which consists of a
multi-microphone speech separation neural network andmask-driven
beamformers. Section 4 reports our experimental results. Section 5
concludes the paper.

2. PERMUTATION INVARIANT TRAINING
PIT is a method for training a neural network that accepts a sequence
of feature vectors of mixed speech as input and generates a fixed
number of TF mask sequences. The generated TF masks are applied
to the mixture signal to extract each of the constituent speech signals.
The network typically has multiple output channels, each of which
generates a TF mask sequence for one speaker, as illustrated in Fig.
1. It typically consists of bidirectional long short term memory
(BLSTM) layers to take account of a long-term acoustic context,
which is essential for the network to be able to track individual
speakers. Let us introduce a few notations. The input feature vector
is denoted by yt with t being a short time frame index. The TF
mask of the ith output sequence is represented as mi,t f , where f is a
frequency bin index ranging from 1 to F. We also employ a vector-
form notation: mi,t = [mi,t1, · · · ,mi,tF ]

T . The speech separation
neural network takes in an entire input sequence, (yt )t∈T , and emits
(mi,t )t∈T from each of the I output channels, where T represents a
signal observation period and i is an output channel index.

Whenwe train the network, we do not knowwhich output channel
corresponds to which speaker. To take account of this ambiguity, PIT
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Fig. 1. Typical neural network configuration for I = 2. The network
has two or more output channels, each producing zero or TF masks
for one of the speakers constituting an input speech mixture.

examines all possible permutations of output channels and chooses
the best one to invoke gradient descent learning. Therefore, the loss
function for a trainer to minimize is formulated as

L = min
J ∈perm(I )

I∑
i=1

∑
t∈T

l
(
m ji,t � Yt, Xi,t

)
, J = ( j1, · · · , jI ), (1)

where perm(I) produces all possible permutations for a sequence
(1, · · · , I), � denotes element-wise multiplication, and Yt and Xi,t
are the power spectra of the mixture signal and the ith speaker signal,
respectively. Function l(X,Y ) measures the degree of discrepancy
between two power spectra, X and Y , and is usually chosen to be the
squared error, i.e.,

l(X,Y ) = |X − Y |2. (2)

Note that the permutation determination takes place at a sequence
level. This discourages the network from swapping speakers at every
short time frame, thereby letting the network learn to jointly separate
and track individual speaker signals. Unlike other neural separation
methods which ask the network to emit a target speaker’s signal from
a specific output channel (e.g., the first output channel), PIT allows
the network to learn to figure out the best ouput channel to use for
each speaker. Therefore, the resultant network is not hardwired to
certain speakers, i.e., it is speaker-independent. When the number
of speakers, K , is smaller than that of the output channel, I, we can
simply set Xi,t to zero for i > K .

One advantage of PIT compared with similar speech separation
methods such as deep clustering [13] and deep attractor networks [14]
is that PIT does not require an additional clustering or expectation-
maximization step at test time.

3. MULTI-MICROPHONE NEURAL SPEECH
SEPARATION

Figure 2 shows a schematic diagram of the processing flow of our
proposed speech separation system. It comprises a PIT network using
multi-microphone input, minimum variance distortionless response
(MVDR) beamformers, and gain adjustment mechanisms. These
components are detailed in Sections 3.1–3.3.

Fig. 2. Processing flow of proposed speech separation system.

3.1. Multi-microphone input network
For single-microphone PIT, short time power spectra are usually used
as the input to a network, i.e., yt = Yt . In our internal test where
we compared different features such as log power spectra, linear mel
spectra, log mel spectra, and so on, the choice of features had little
impact on the separation performance. We also found that utterance-
level mean and variance normalization helped a lot for the trained
network to generalize to unseen environments.

When multiple microphones are available, spatial features, in-
dicative of speaker locations, can be used. One simple way of uti-
lizing such multi-microphone inputs is to feed the network with both
magnitude and phase spectra obtained from all microphones. Al-
ternatively, we may exploit established spatial features such as inter-
microphone phase differences (IPDs) with respect to a reference
microphone. When we use the first microphone as the reference, the
IPDs can be calculated as

ai,t f = ∠

(
yi,t f

y1,t f

)
, i = 2, · · · ,M, (3)

where M denotes the number of the microphones being used. This
kind of normalization with respect to the reference microphone elim-
inates phase variations inherent in source signals and hence allows
room’s acoustic characteristics to be directly captured. The IPD fea-
tures can be concatenated with magnitude spectra to leverage both
spectral and spatial cues. Although one might expect that neural
networks can learn such phase normalization effects from data, our
results show that explicitly normalizing the phase spectra signifi-
cantly improve the separation accuracy (see Section 4). After some
preliminary experiments, we settled down to using the magnitude
spectra from all the microphones and the IPDs between the first
microphone and each of the other microphones.

A care must be taken on feature normalization. Based on some
preliminary experiments, we eventually decided to apply only mean
normalization to the IPD features while doing both mean and vari-
ance normalizations on the power spectra. As suggested by existing
studies on multi-microphone speech separation [15], clusters in the
IPD feature vector space represent speakers or other spatially iso-
lated sound sources. Because variance normalization alters feature
vector distributions, it might hinder the neural network from finding
clusters corresponding to speakers (even though the network is not
explicitly asked to perform clustering). On the other hand, as mean
normalization just shifts the feature vector distributions, it reduces
feature variations and therefore facilitates network training.

3.2. Mask-driven beamforming
At test time, the TF masks generated by a PIT-trained network are
used to create beamformers for separating individual speaker signals.
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While it is possible to separate the speaker signals by directy apply-
ing the TF masks to the microphone signals, processing artifacts that
TF masking generates tend to degrade speech recognition perfor-
mance [16]. In this paper, we examine two variants of mask-driven
MVDR beamforming [6, 17].

Beamforming algorithms compute the (complex-valued) STFT
coefficient, ui,t f , of speaker i as

ui,t f = wH
i, f Vt f , (4)

where wi, f is a beamformer coefficient vector for speaker i and fre-
quency bin f while Vt f is a vector comprising the STFT coefficients
of individual microphones. By using theMVDR formulation of [18],
the beamformer coefficient vector can be obtained as

wi, f =

Φ−1
ī, f
Φi, f e

tr
(
Φ−1

ī, f
Φi, f

) , (5)

where e = [1, 0, · · · , 0]T . The twomatrices,Φi, f andΦī, f , represent
estimates of the spatial covariance matrix of the ith speaker signal
and that of the mixture of all the other speaker signals.

The spatial covariance matrices may be calculated by using the
TF masks in two different ways. One scheme, dubbed as mask-
cov, picks up TF bins that are dominated by the target or interfering
speakers and calculate the covariance matrices by using these TF
points. Specifically, mask-cov uses the following estimators:

Φi, f =
1∑

t∈T mi,t f

∑
t∈T

mi,t f Vt f V
H
t f (6)

Φī, f =
1∑

t∈T (1 − mi,t f )

∑
t∈T

(1 − mi,t f )Vt f V
H
t f . (7)

One potential drawback of the mask-cov scheme is that it results in
biased estimates of the covariance matrices because the statistics are
computed from nonrandom samples. The other scheme, dubbed as
sig-cov, calculates estimates of individual speaker signals by applying
TF masks to each microphone signal and then computes the spatial
covariance matrices from these signal estimates. This may yield less
biased estimates especially when the squared error criterion given by
equation (2) is used.

3.3. Gain adjustment
One disadvantage of MVDR beamforming compared to TF masking
is that it maintains a unit gain toward a certain direction. Therefore,
even when the TF masks of a particular output channel are zero
almost everywhere, implying the channel does not contain speech,
the beamformer cannot filter out the speech signals especially under
reverberant conditions. This can be alleviated by modifying the gain
of the beamformed signal with that of the masked signal as follows:

u∗i,t f = ui,t f
Ei

maxj∈[1,I ] Ej
, where Ei =

√∑
t, f

����mi,t f V1,t f
����2. (8)

u∗
i,t f

is our final estimate of the STFT coefficient of one of the
speaker signals. This is converted to a time-domain signal and fed
into a speech recognition system.

4. EXPERIMENTS
Far-fieldmulti-talker speech recognition experimentswere conducted
to evaluate the effectiveness of the speech separation approach de-
scribed in the previous section.

Fig. 3. Five mixing configurations considered in our experiments.
Solid horizontal lines represent speaker activity.

4.1. Setup
4.1.1. Test data and tasks
Five different test sets were created as illustrated in Fig. 3. Each
test set relates to a distinct mixing configuration: four of them were
concerned with two-speaker scenarios; one with a single-speaker
scenario. For each mixing configuration, a one-hour test set was cre-
ated by artificially reverberating anechoic speech signals and mixing
them. The anechoic speech signals were taken from our internal
gender-balanced clean speech collection, spoken by 44 speakers.
The impulse responses used for reverberation simulation were gener-
ated with the image method for a hypothetical seven-element circular
microphone array with a radius of 4.25 cm. The hypothesized array
had six microphones equally spaced along its perimeter and one ad-
ditional microphone at the circle’s center. The room dimensions, the
reflection coefficients of the room surfaces, and the microphone and
speaker locations were randomly determined for each utterance pair.

A word error rate (WER) was used to measure the speech sepa-
ration quality. In the “full overlap” (FO), “partial overlap” (PO), and
“sequential” (SQ) setups, the two speaker signals were mixed with-
out being truncated. Therefore, speech recognition was run for both
separated speech signals and WERs were averaged. In the “single
dominant” (SD) setup, the second (i.e., interfering) speaker’s signal
was truncated to make it sufficiently shorter than the first (i.e., target)
speaker’s signal. Thus, the task for SD was to recognize the target
speaker’s speech. The output signal that corresponds to the target
speech was determined based on the signal-to-distortion ratio (SDR)
with respect to the clean target signal. The same evaluation scheme
was adopted for the “single speaker” (SS) case.

In addition to theWER, we also assessed the degree to which one
channel was silent. This was measured by the energy ratio between
the two output channels, which we call an inter-channel energy ratio
(ICER). A very large ICER indicates that the channel with a smaller
energy can be regarded as silent. A successful separation system
should produce a large ICER for the SS condition.

4.1.2. Systems
All speech separation networks used in our experiments consisted of
three 1024-cell BLSTM layers, followed by two parallel dense layers
with sigmoid nonlinearity as depicted in Fig. 1. For networks with
multi-microphone input, we added a projection layer at the bottom to
reduce the input dimensionality to 1024.
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Table 1. %WERs of different speech separation systems. ICERs in
dB are also shown for proposed system trained on x5.
Separation Perf. Mixing configurations
system Metrics FO PO SD SQ SS
Oracle

WER

16.6 17.7 16.4 18.8 16.8
Mixed speech 83.0 83.8 56.8 107.3 16.8
1-mic PIT, x1 63.0 50.6 48.5 31.0 19.3
Proposed, x1 30.6 31.8 24.9 32.5 24.0

Proposed, x5 26.3 31.3 24.0 31.1 19.6
ICER 0.20 0.14 2.21 0.56 46.2

The speech separation networks were trained on artificially cre-
ated reverberant speech mixtures, which covered all the five mixing
configuraions listed in Fig 3. Source speaker signals were taken
from the Wall Street Journal (WSJ) SI-284 utterances. For each
utterance pair, a mixing configuration was selected randomly with
the probabilitites of picking FO, PO, SD, SQ, and SS being 57.0%,
14.25%, 14.25%, 9.5%, and 5.0%, respectively. (These numbers
were arbitrarily determined.) The generated mixed speech signals
were clipped to 10 seconds due to GPU memory constraints. Two
training sets with different sizes were created. One, called x1, used
each utterance only once, resulting in a 43.7-hour set. The other
one, called x5, used each utterance five times, where each utterance
was mixed with a different utterance at each time. The size of the
resulting training set was 219 hours.

For speech recognition, we built a far-field acoustic model by
using an artificially reverberated and noised version of speech audio
collected from Microsoft Cortana traffic. This model was built by
using a teacher-student (TS) adaptation technique [19] as follows.
First, a near-field acoustic model using four LSTM layers was trained
on the original near-field 3.4K-hour training set. Then, the obtained
model was adapted to the far-field data with TS adaptation, which
uses pairs of near-field and far-field utterances. For each utterance
pair, the near-field speechwas forwarded through the original acoustic
model, or the teacher model, to generate senone posterior probabili-
ties, which were subsequently used as soft supervision labels for the
student model to predict. The student model trained in this way was
used as the far-field acoustic model.

The neural networks were implemented by usingMicrosoft Cog-
nitive Toolkit (formerly known as CNTK), where we utilized 1-bit
stochastic gradient descent [20] for efficient distributed learning.

4.2. Results
Table 1 lists the WERs for different speech separation systems. The
oracle numbers refers to far-field single-speaker WERs and were
around 17% across mixing configurations. The WERs significantly
increased when two speakers were mixed as shown in the “Mixed
speech” row. The extremely high WER for SQ was due to too
many insertion errors. While the conventional single-microphone
PIT (“1-mic PIT, x1”) improves the recognition accuracy for over-
lapped speech signals, theWERwas still as high as 63.0% for the fully
overlapped case. The relative gain obtained from single-microphone
PIT was substantially smaller than those reported previously because
the prior work on PIT used anechoic mixtures. Our proposed sepa-
ration system, which uses multiple microphones in mask prediction
and beamforming, significantly reduced the WERs. When trained
on the larger training set, x5, the proposed system further reduced
the WER to 26.3% for the fully overlapped case. The bottom row of
Table 1 shows the ICERs for the proposed system trained on the x5

Table 2. %WERcomparison for different network inputs. Separation
networks were trained on x1.
Network input Mixing configurations

FO PO SD SQ SS
1 mic 42.4 42.0 34.6 36.3 25.1
7 mics, raw 45.2 43.0 35.2 36.1 24.1
7 mics, magnitude+IPD 30.6 31.8 24.9 32.5 24.0

Table 3. %WER comparison for different enhancement schemes.
Separation networks were trained on x5.

Enhancement Mixing configurations
FO PO SD SQ SS

TF masking 45.6 34.6 35.5 18.4 17.5
MVDR, mask-cov 30.2 33.8 24.8 31.6 17.2
MVDR, sig-cov 26.3 31.3 24.0 31.1 19.6

data. It can be clearly observed that the ICER was very high only
when the input had a single speaker, which means that one of the
output signals was almost zero. This indicates that the separation
system learned to figure out whether the input consists of multiple
speakers or not.

Table 2 shows the WERs obtained using different input features.
The networks were trained on x1 and the output signals were cal-
culated with MVDR using the sig-cov method. Comparing the first
and second rows, we can see that simply feeding the raw multi-
microphone features to the network resulted in no improvement for
any of the mixing configurations. The use of mean-normalized IPD
features improved the WERs a lot across the mixing configurations.
This implies the difficulty for the network trained on the raw multi-
microphone features to learn the phase normalization effect.

The impact that the choice of enhancement schemes has on recog-
nition performance was also investigated. Table 3 compares three
enhancement schemes, i.e., TF masking, MVDR with the mask-cov
method, and MVDR with the sig-cov method. When two speakers
were overlapped, the beamforming approach outperformed TF mask-
ing, which is consistent with previous findings [16]. On the other
hand, the beamforming results were worse than the TFmasking num-
bers in the SQ scenario when there was one speaker at a time. This
is because the masking approach was more effective at suppressing
interfering speakers and thus was able to generated fewer insertion
errors. As regards the comparison between the two covariance esti-
mation schemes, sig-cov was slightly better than mask-cov as briefly
discussed earlier in Section 3.2.

5. CONCLUSION
In this paper, we described a speech separation approach that com-
bines a multi-microphone neural network for TFmask estimation and
a mask-based beamformer. The proposed approach was tested in a
far-field multi-talker speech recognition task involving 44 speakers,
where the separation network and the acoustic model were trained
on 219 hours of mixed speech and 3.4K hours of far-field speech,
respectively. Good recognition performance was achieved for all the
mixing conditions considered. It was also shown that the separa-
tion system produced nearly zero signals from one of the two output
channels when and only when the input signals consisted of a single
speaker. Further experimental results, using real data and covering
more diverse conditions, will be reported in a follow-up paper.
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