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ABSTRACT 

Deep learning based single-channel time-frequency (T-F) masking 

has shown considerable potential for beamforming and robust 

ASR. This paper proposes a simple but novel relative transfer func-

tion (RTF) estimation algorithm for microphone arrays, where the 

RTF between a reference signal and a non-reference signal at each 

frequency band is estimated as a weighted average of the ratios of 

the two STFT (short-time Fourier transform) coefficients of the 

speech-dominant T-F units. Similarly, the noise covariance matrix 

is estimated from noise-dominant T-F units. An MVDR beam-

former is then constructed for robust ASR. Experiments on the 

two- and six-channel track of the CHiME-4 challenge show con-

sistent improvement over a weighted delay-and-sum (WDAS) 

beamformer, a generalized eigenvector beamformer, a parameter-

ized multi-channel Wiener filter, an MVDR beamformer based on 

conventional direction of arrival (DOA) estimation, and two 

MVDR beamformers both based on eigendecomposition. 

Index Terms - relative transfer function estimation, beamform-

ing, deep neural networks, robust ASR, CHiME-4 

1. INTRODUCTION 

Modern electronic devices typically contain multiple microphones 

for speech applications. Acoustic beamforming techniques based 

on microphone arrays have shown to be quite beneficial for robust 

ASR [1], [2]. With the support of multiple microphones, spatial in-

formation can be exploited and corrupted signals can be recon-

structed with high noise reduction and at the same time with low 

speech distortions [3], [4]. Conventionally, acoustic transfer func-

tions are estimated via DOA estimation and the knowledge of mi-

crophone geometry, and the noise covariance matrices are com-

monly computed directly from the leading and ending frames of an 

utterance. Recently, acoustic beamforming algorithms based on 

deep learning and T-F masking have gained popularity and demon-

strated their potential in the CHiME-3 and CHiME-4 challenges 

[5], [6]. The key idea is to estimate a monaural T-F mask using 

deep neural networks so that the spatial covariance matrices of 

speech and noise can be derived for beamforming (see [7] for a re-

cent review). In the winning solution of CHiME-3 [8], a two-

component complex Gaussian mixture model is devised to identify 

T-F units containing both noise and speech, and noise alone. Then, 

the steering vector is estimated as the principal eigenvector of the 

speech covariance matrix derived from the identified T-F units. An 

MVDR beamformer is built for robust ASR afterwards. In the 

same challenge, Heymann et al. [9] proposes a bi-directional 

LSTM for mask estimation. They estimate one mask for each sig-

nal using only single-channel information and then combine them 

into one mask by median pooling. The beamforming weights are 

computed as the principal generalized eigenvector of the speech 

and noise covariance matrices. In [10], Erdogan et al. utilize the 

covariance matrices of speech and noise estimated from a neural 

network to drive a parameterized multi-channel Wiener filter 

(PMWF) [4]. Later, in the CHiME-4 challenge, almost all the top 

teams adopt the T-F masking based techniques for beamforming 

[11], [12], [13], [14], [15], [7]. Remarkable improvement in terms 

of ASR performance has been reported over the official WDAS 

beamformer [16] and the default MVDR beamformer driven by 

SRP-PHAT [17]. The major advantages of the T-F masking based 

approaches are attributed to their versatility and flexibility, as the 

learning machine only needs to learn how to estimate a continuous 

T-F mask, or determine the speech or noise dominance at each T-F 

unit during training, which is a well-defined and well-studied task 

in single channel speech separation and enhancement [18]. In addi-

tion, the same learned model and algorithmic pipeline can be di-

rectly applied to microphone arrays with any number of micro-

phones, without using any knowledge of the underlying micro-

phone geometry.  

This paper proposes a simple yet effective algorithm for RTF 

estimation, which is based on the direct utilization of speech-

dominant T-F units, without computing speech covariance matri-

ces, performing any eigendecomposition, or estimating any gains 

or time delays, and therefore makes fewer assumptions. Intuitively, 

for two corresponding T-F units between two signals with both T-F 

units strongly dominated by speech, the RTF can be reasonably es-

timated as the ratio of the two STFT coefficients. To improve the 

robustness, our system estimates one RTF for each frequency by 

weighted pooling, where the weights are devised in a way such that 

the T-F regions strongly dominated by target speech get more 

weights. The noise covariance matrix is obtained in a similar way. 

With these two, an MVDR beamformer is built for robust ASR 

tasks. One critical step here is the accurate identification of speech- 

and noise-dominant T-F units. We employ deep neural networks 

(DNN) for mask estimation, as they have shown state-of-the-art 

performance for single-channel speech enhancement in noisy and 

reverberant environments [19], [20]. We evaluate our algorithm on 

the two- and six-channel task of the CHiME-4 challenge. Con-

sistent improvement is observed over other strong beamformers in 

terms of ASR performance. 

2. SYSTEM DESCRIPTION 

We first use a DNN to estimate a T-F mask for every microphone 

signal. With the estimated masks, speech-dominant T-F units can 

be selected for RTF estimation and noise-dominant T-F units for 

noise covariance matrix estimation. An MVDR beamformer is then 

constructed for enhancement and log Mel filterbank features are 

extracted for robust ASR. We first introduce MVDR beamforming, 

and then detail the proposed approach for RTF estimation. We dis-

cuss mask estimation in Section 2.3. 
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2.1. MVDR Beamforming 

Assuming that there is no or little reverberation, the physical model 

in the STFT domain is formulated as 

 (   )   ( ) (   )   (   ) (1) 

where  (   ) is the STFT vector of the received speech,  (   ) is 

the STFT value of the target speaker, and  (   ) is the STFT vec-

tor of the received noise at a specific T-F unit.  ( ) is the so-called 

steering vector or acoustic transfer function between the target 

source and microphones at every frequency channel. In our study, 

we assume that there is only one target source and its position is 

fixed within each utterance. 

The MVDR beamformer [21] is to find a weight vector for 

every frequency,  ( ), such that the target speech along the look 

direction is maintained, while the interference or noise from other 

directions is suppressed. Mathematically, 

  ( )         ( )   ( )
   ( ) ( ) 

              ( )  ( )    
(2) 

where   ( ) is the noise covariance matrix and ( )  stands for 

conjugate transpose. The close-form solution can be computed as 

  ( )  
  ( )

   ( )

 ( )   ( )
   ( )

 (3) 

The beamformed signal is then obtained as 

 ̂(   )    ( )  (   ) (4) 

As we can see, the key for MVDR beamforming is the accurate es-

timation of  ( ) and   ( ).  

2.2. RTF and Noise Covariance Matrix Estimation 

A key concept behind T-F masking is that the signal within a T-F 

unit may be assigned to the dominant source [22], [23]. For a 

speech-dominant T-F unit, the noise level is so low that the physi-

cal model becomes 

 (   )   ( ) (   )    (5) 

where   represents a negligibly small term. In this case, the RTF 

with respect to a reference microphone at a specific T-F unit, 

 ̅(   ), can be reasonably estimated as: 

 ̅(   )  
 ( )

    ( )
 

 ( ) (   )

    ( ) (   )
 

 (   )

    (   )
 (6) 

To improve the robustness, we normalize  ̅(   ) to unit length and 

perform weighted pooling within each frequency to obtain  ̅( ): 

 ̅(   )  
 ̅(   )

‖ ̅(   )‖
 (7) 

 ̅( )  
∑  (   ) ̅(   ) 

∑  (   ) 
 (8) 

where  (   ) is a weight denoting the importance of the T-F unit. 

It is defined as 

 (   )  ∏  { ̂ (   )   }( ̂ (   )   )
 

   
 (9) 

where  ̂  is the estimated mask representing the energy portion of 

speech for the signal at microphone  ,   is a manually set threshold 

to filter out non-reliable T-F units,   is the number of micro-

phones, and  * + is the indicator function. We emphasize that the 

normalization in Eq. (7) leads to more robust estimation of  ̅( ), as 

it can remove the influence of diverse energy levels at different T-

F units, and in addition reduce the effects due to potential micro-

phone failures. Eq. (9) means that only the T-F units dominated by 

speech across all   microphone channels would be considered for 

RTF estimation and the higher the values in the estimated masks 

are, the more weights are placed. Note that we need to estimate a 

mask for the signal at every microphone. 

Finally, we normalize  ̅( ) to have unit length to get our esti-

mated RTF for MVDR beamforming. 

 ̂( )  
 ̅( )

‖ ̅( )‖
 (10) 

It should be noted that for the frequencies with no predicted 

speech-dominant T-F units, the noisy speech at the reference mi-

crophone is used as the output directly. We summate over all the 

values in each estimated mask and choose the microphone with the 

largest summation as the reference microphone. The rationale is 

that for the signal with the highest input SNR, the largest percent-

age of energy would normally be retained by our DNN based mask 

estimator.  

Following [8], [9], the noise covariance matrix is estimated as  

 ̂ ( )  
∑  (   ) (   )  (   )  

∑  (   ) 
 (11) 

where  (   ) is the weight representing the importance of the T-F 

unit for the noise covariance matrix estimation. In our study, it is 

defined as 

 (   )  ∏  {[   ̂ (   )]   }
 

   
([   ̂ (   )]   ) (12) 

where   is a tunable threshold to select noise-dominant T-F units 

for noise covariance matrix computation. We obtain the noise 

mask by simply subtracting the speech mask from one.  

With Eq. (10) and (11), an MVDR beamformer can be derived 

for enhancement using Eq. (3). After enhancement results are ob-

tained using Eq. (4), log Mel filterbank features are extracted and 

fed into acoustic models for decoding. 

Our approach makes fewer assumptions than the other popular 

beamformers. Compared with traditional TDOA estimation ap-

proaches or the WDAS beamformer [16], [17], our approach esti-

mates a complex and continuous gain directly rather than separate-

ly estimates a time delay and a gain for steering vector derivation. 

In addition, our approach does not require any knowledge of mi-

crophone geometry or compute speech covariance matrices. There 

is no eigendecomposition or post-filtering involved. The amount of 

computation is hence considerably less compared with the GEV 

beamformer [9], [24] or the MVDR beamformer [14].  

2.3. Mask Estimation 

The goal of mask estimation is to identify the energy portion of 

speech at each T-F unit. It plays a central role in our algorithm. 

Many studies have shown the effectiveness of DNN-based T-F 

masking on single channel enhancement [19], [25], [26], [27] and 

robust ASR [28], [29], [30] tasks. In our study, we train a DNN to 

estimate the ideal ratio mask (IRM) [25] defined in the power do-

main: 

    (   )  
|  ( ) (   )|

 

|  ( ) (   )|
  |  (   )|

 
 (13) 

where |  ( ) (   )|
  and |  (   )|

  represent the speech energy 

and noise energy at time   and frequency   of microphone signal  , 
respectively. The DNN is trained to estimate the IRM at the central 

frame from the log power spectrogram features with a large con-

text window. We use the mean square error as the loss function for 

training.  

3. EXPERIMENTAL SETUP 

Our experiments are conducted on the six- and two-channel task of 

the CHiME-4 challenge [17]. The six-channel CHiME-4 dataset re-

uses the data in WSJ0-5k and CHiME-3, and features one-, two-, 
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and six-channel tasks. The six microphones are mounted on a tab-

let, with the second one in the rear and the other five in the front. It 

incorporates simulated utterances and real recordings from four 

challenging daily environments, i.e. bus, pedestrian area, cafe, and 

street, exhibiting significant training and testing mismatches in 

terms of speaker, noise and spatial characteristics, and containing 

microphone failures in around 12% of the real recordings. The 

training data contains 7,138 simulated and 1,600 real utterances, 

the development set consists of 1,640 simulated and 1,640 real ut-

terances, and the test set includes 1,320 simulated and 1,320 real 

utterances. Each of the three real subsets is recorded with four dif-

ferent speakers. For the two-channel task, only the signals from 

randomly selected two of the front five channels are provided in 

the development and test set.  

Our acoustic model is trained on all the noisy signals from all 

the six microphones, i.e. 7,138*6+1,600*5 utterances (~104h), ex-

cept the second microphone signals in the real training set. We fol-

low the common pipelines in the Kaldi toolkit to build our ASR 

systems, i.e. GMM-HMM training, DNN training, sMBR training, 

language model rescoring, and speaker adaptation. Our DNN-

based acoustic model has seven hidden layers, each with 2,048 ex-

ponential linear units. There are 3,161 senone states in our system. 

The input feature is 40-dimensional log Mel filterbank feature with 

deltas and double deltas, and an 11-frame symmetric context win-

dow. Sentence level mean-variance normalization is performed be-

fore global mean-variance normalization. The dropout rates are set 

to 0.3. Batch normalization [31] and AdaGrad are utilized to speed 

up training. To compare our overall ASR system with other sys-

tems, we apply the challenge-standard five-gram language model 

and the RNN language model for lattice rescoring. In addition, we 

apply the unsupervised speaker adaptation algorithm proposed in 

our recent study [32] for run-time adaptation. We use the word er-

ror rates (WER) on the real utterances of the development set for 

parameter tuning.  

The DNN for mask estimation is trained using all the 7,138*6 

simulated utterances (~90h) in the training set. It has four hidden 

layers, each with 2,048 exponential linear units. Sigmoidal units 

are used in the output layer. The log power spectrogram features 

are mean normalized at the sentence level before global mean-  

variance normalization. We symmetrically splice 19 frames as the 

input to the DNN. The dropout rates are set to 0.1. The window 

length is 25ms and the hop size is 10ms. Pre-emphasis and ham-

ming window are applied before performing 512-point FFT. The 

input dimension is hence 257*19 and the output dimension is 257. 

For the six-channel task,   in Eq. (9) and   in Eq. (12) are both 

simply set to zero. It should be noted that proper strategies are nec-

essary to avoid numerical underflow in the computation of Eq. (9) 

and (12) as   gets large. To deal with microphone failures in the 

six-channel task, we first select a microphone signal that is most 

correlated with the remaining five signals, and then throw away the 

signals with less than 0.3 correlation coefficients with the selected 

microphone signal. The signals left are utilized for beamforming. 

For the two-channel task,   and   are both set to 0.5. 

4. EVALUATION RESULTS 

We compare the performance of our system with several other 

beamformers, each of which is detailed in Table 1. These beam-

formers have been previously applied to the CHiME-4 corpus and 

demonstrated strong performance. We use the acoustic model after 

sMBR training and the trigram language model for decoding, set-

ting aside the contributions of backend processing. For all the 

masking based beamformers listed in Table 1, we use the same es-

timated masks from our DNN for a fair comparison. 

The BeamformIt represents the official WDAS beamformer 

implemented using the BeamformIt toolkit [33], [16]. It uses the 

GCC-PHAT algorithm for time delay estimation and the cross-

correlation function for gain estimation. The MVDR via SRP-

PHAT algorithm [17] is another official baseline provided in the 

challenge. It uses the conventional SRP-PHAT algorithm for DOA 

estimation. The gains are assumed to be equal across different mi-

crophone channels. With these two, a steering vector is derived for 

MVDR beamforming. The noise covariance matrix is estimated 

from 400-800ms context immediately before each utterance. For 

the GEV beamformer, following the original algorithms [9], [24], 

[12], we combine the estimated masks using median pooling be-

fore computing the speech and noise covariance matrices. After 

that, generalized eigendecomposition is performed to obtain beam-

forming weights. A post-filter based on blind analytic normaliza-

tion is further appended to reduce speech distortions. The PMWF-0 

approach [4] uses matrix operations on speech and noise covari-

ance matrices to compute the weights. It is later combined with T-

F masking based approaches in [10], [13], [34].    here is a one-

hot vector denoting the index of the reference microphone. Note 

that we use the method detailed in Section 2.2 for reference micro-

phone selection. For the MVDR via eigendecomposition I, we use 

Table 1. Comparison of the ASR performance (%WER) of different beamformers (sMBR training and tri-gram LM for decoding) on the six-channel track. 

Approaches Covariance matrices Beamforming weights Post-filters 
Dev. set Test set 

SIMU REAL SIMU REAL 

BeamformIt [33], [16] None See [16] None 8.62 7.28 12.81 11.72 

MVDR via SRP-PHAT [17] �̂�𝑛(𝑓) from 400-800ms context 
�̂�(𝑓) via SRP-PHAT, see [17] 

 𝒘 (𝑓)  
�̂�𝑛(𝑓)

−1�̂�(𝑓)

�̂�(𝑓)𝐻�̂�𝑛(𝑓)
−1�̂�(𝑓)

 
None 6.32 9.38 7.05 14.60 

GEV beamformer [9], [24], [12] 

�̂�  𝑚𝑒𝑑𝑖𝑎𝑛(�̂�  . . .  �̂�𝐷) 

�̂�𝑛(𝑓)  
∑ (  �̂�(𝑡 𝑓))𝒚(𝑡 𝑓)𝒚(𝑡 𝑓)𝐻𝒕

∑ (  �̂�(𝑡 𝑓)𝑡 )
 

�̂�𝑠(𝑓)  
∑ �̂�(𝑡 𝑓)𝒚(𝑡 𝑓)𝒚(𝑡 𝑓)𝐻𝒕

∑ �̂�(𝑡 𝑓)𝑡

 

𝒘 (𝑓)  𝒫{�̂�𝑛(𝑓)
  �̂�𝑠(𝑓)} 

𝒫* +  prin ipal  ig nv    r 

𝑔𝐵𝐴𝑁(𝑓)   

 𝒘 (𝑓)𝐻�̂�𝑛(𝑓)�̂�𝑛(𝑓)𝒘 (𝑓)/𝐷

𝒘 (𝑓)Φ̂𝑛(𝑓)𝒘 (𝑓)
 

5.79 5.84 6.70 7.97 

PMWF-0 [10], [13], [34] Same as above 𝒘 (𝑓)  
�̂�𝑛(𝑓)

  �̂�𝑠(𝑓)

𝑡𝑟𝑎𝑐𝑒(�̂�𝑛(𝑓)  �̂�𝑠(𝑓))
𝒖𝒇 None 6.05 5.86 8.04 8.43 

MVDR via eigendecomposition I Same as above 

�̂�(𝑓)  𝒫{�̂�𝑠(𝑓)} 

𝒘 (𝑓)  
�̂�𝑛(𝑓)

  �̂�(𝑓)

�̂�(𝑓)𝐻�̂�𝑛(𝑓)  �̂�(𝑓)
 

None 5.91 5.62 7.20 8.30 

MVDR via eigendecomposition II 

[14] 

�̂� �̂�𝑛(𝑓) a  a  v  

�̂�𝑠𝑛(𝑓)  
 

𝑇
 𝒚(𝑡 𝑓)𝒚(𝑡 𝑓)𝐻

𝑇

𝑡  
 

�̂�𝑠(𝑓)  �̂�𝑠𝑛(𝑓)  �̂�𝑛(𝑓) 

Same as above None 6.13 5.65 6.98 8.07 

Proposed 

�̂�𝑛(𝑓) as above  See Section 2.2 (not using Eq. (7)) None 5.65 5.49 6.44 7.89 

�̂�𝑛(𝑓)  as in Eq. (11) and (12) See Section 2.2 (not using Eq. (7)) None 5.65 5.45 6.40 7.68 

Same as above See Section 2.2 (using Eq. (7)) None 5.64 5.40 6.23 7.30 
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the principal eigenvector of the speech covariance matrix as the es-

timation of the steering vector, assuming that the speech covari-

ance matrix is a rank-one matrix, although this assumption may not 

hold when there is room reverberation, e.g. in the bus or cafeteria 

environment. In MVDR via eigendecomposition II, we follow the 

algorithm for covariance matrix calculation proposed in [8], [14], 

where the speech covariance matrix is obtained by subtracting the 

noise covariance matrix from the covariance matrix of noisy 

speech. The motivation is that the noise covariance obtained via 

pooling would be more accurate, as there are normally many 

frames containing only noises, which would be easily detected by 

the DNN. As we can see from the last entry of Table 1, our ap-

proach consistently outperforms the competing approaches in all 

the simulated and real subsets, especially on the real test set. An-

other comparison is provided in the first two entries of the pro-

posed beamformer in Table 1, where we use the same noise covar-

iance matrix as in the other beamformers together with the pro-

posed RTF estimation algorithm for MVDR beamforming. We can 

see that using Eq. (11) and (12) to estimate the noise covariance 

matrix leads to a slight improvement (from 7.89% to 7.68% WER). 

In the last entry of the proposed beamformer, we use Eq. (7) to 

normalize  (   )     (   )⁄  before weighted pooling. Consistent 

improvement has been observed (from 7.68% to 7.30% WER). 

This is likely because of the normalization of diverse energy levels, 

and better handling of extremely large or small ratios caused by 

microphone failures.  

We then use the task-standard language models to re-score the 

lattices, and perform run-time unsupervised speaker adaptation us-

ing our recently proposed algorithm in [32]. The results are report-

ed in Table 2. The best result we have obtained on the real test set 

is 3.65% WER. We compare our results with the results from other 

systems, which are obtained using the same constrained RNNLM 

for decoding1. The winning system by Du et al. [11] obtains 3.24% 

WER on the real test set, but their overall system is an ensemble of 

multiple DNN- and deep CNN-based acoustic models trained from 

augmented training data. Their best single model trained on the 

augmented training data obtains 3.87% WER (according to the Ta-

ble 3 of [11]). Their solution combines a clustering method, a DNN 

based method, and the feedbacks from backend ASR systems for 

mask estimation. The RTF is obtained via eigendecomposition. 

Then, a general sidelobe canceller with post-filtering is constructed 

for beamforming. The runner-up system by Heymann et al. [12] 

utilizes a complicated wide-residual bidirectional LSTM network 

for acoustic modeling and a bidirectional LSTM model for GEV 

beamforming. Their best result is 3.85% WER. We emphasize that 

our system uses simple DNNs for both mask estimation and acous-

tic modeling, and does not use any data augmentation, or model or 

system ensemble, as we aim for a simple and readily reproducible 

algorithm for RTF estimation. The results presented in Table 1 and 

2 clearly demonstrate the effectiveness of the proposed algorithm. 

For the two-microphone task, the RTF at each T-F unit is esti-

mated as the ratio between a signal and the corresponding refer-

ence signal as in Eq. (6). The ASR results on the two-channel task 

are reported in Table 3 and 4. In Table 3, we use the same mask es-

timator for beamforming, and the same acoustic model after se-

quence training and the tri-gram language model for decoding. The 

results in each entry of Table 3 are obtained using the same algo-

rithm detailed in the corresponding entry of Table 1. The only dif-

ference is  =2 now. For all the matrix inversions, we use the 
                                                                 
1See http://spandh.dcs.shef.ac.uk/chime_challenge/results.html (in the last table) for the ranking of 

all the results obtained when using the baseline RNNLM for decoding – as of Jan. 2017. Note that all 

the teams in the challenge were requested to report the decoding results using the official RNNLM.  

close-form solution of two-by-two matrices to avoid numeric is-

sues. Similar trends as in Table 1 are observed, indicating that our 

approach also performs well in the two-microphone case. Nonethe-

less, the relative improvement over other beamformers is slightly 

smaller than in the six-channel task. Finally, we apply language 

model re-scoring and speaker adaptation to our system. The results 

are presented in Table 4. Similar trends to Table 2 are observed. 

5. CONCLUDING REMARKS 

We have proposed a novel approach for RTF estimation, which is 

based on the STFT ratios weighted by speech dominance. Alt-

hough mathematically and conceptually much simpler, our ap-

proach has shown consistent improvement over several competi-

tive methods on the six- and two-channel tasks of the CHiME-4 

challenge. Future work would include estimating the RTF and 

noise covariance matrix adaptively, and evaluating the perfor-

mance in terms of speech enhancement.  

The T-F masking based beamforming approaches rely heavily 

on the availability of strongly speech-dominant T-F units, where 

the phase information is much less contaminated. In daily recorded 

utterances, the number of such T-F units is commonly sufficient 

for RTF estimation, and the DNN performs well at identifying 

them, although only energy features are used. Future research 

would be analyze and improve the performance in extremely low-

SNR and highly-reverberant environments. One possible way is to 

use the ratio of enhanced spectrogram in Eq. (6). 
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Table 2. Comparison of the ASR performance (%WER) with other systems 

(using the constrained RNNLM for decoding) on the six-channel track. 

Approaches 
Dev. set Test set 

SIMU REAL SIMU REAL 

Proposed beamformer + sMBR and tri-gram LM 5.64 5.40 6.23 7.30 

+Five-gram LM and RNNLM 3.77 3.43 4.46 5.24 

+Unsupervised speaker adaptation 2.69 2.70 3.09 3.65 

Du et al. [11] (with model ensemble) 2.61 2.55 3.06 3.24 

Best single model of [11] - 2.88 - 3.87 

Heymann et al. [12] 2.75 2.84 3.11 3.85 

 

Table 3. Comparison of the ASR performance (%WER) of different beam-

formers (using sMBR training and tri-gram LM for decoding) on the two-
channel track. 

Approaches 
Dev. set Test set 

SIMU REAL SIMU REAL 

BeamformIt 10.56 8.68 15.83 15.30 

MVDR via SRP-PHAT 9.22 9.52 11.37 16.29 

GEV beamformer 9.09 7.64 10.97 12.55 

PMWF-0 9.00 7.66 12.33 12.85 

MVDR via eigendecomposition I 9.19 7.66 11.69 12.47 

MVDR via eigendecomposition II 9.05 7.50 10.79 12.42 

Proposed beamformer 

8.90 7.32 10.58 12.00 

8.74 7.29 10.50 11.84 

8.75 7.32 10.36 11.81 

 

Table 4. Comparison of the ASR performance (%WER) with other systems 

(using the constrained RNNLM for decoding) on the two-channel track. 

Approaches 
Dev. set Test set 

SIMU REAL SIMU REAL 

Proposed beamformer + sMBR and tri-gram LM 8.74 7.29 10.50 11.84 

+Five-gram LM and RNNLM 6.60 4.98 7.77 8.81 

+Unsupervised speaker adaptation 4.95 3.84 5.60 6.10 

Du et al. [11] (with model ensemble) 4.89 3.56 7.30 5.41 

Best single model of [11] - 4.05 - 6.87 

Heymann et al. [12] 4.45 3.8 5.38 6.44 
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