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ABSTRACT
Cross-corpus speech emotion recognition has attracted a great atten-
tion due to its widespread existence of various emotional speech. It
takes one corpus as the training data to recognize emotions of anoth-
er corpus, and often involves two basic problems, i.e., coupled fea-
ture matching and feature selection. Most previous studies focus on
solving the first problem. In this study, we propose a general learning
framework, called joint transfer subspace learning and feature selec-
tion (JTSLFS), to deal with these two problems. To address the first
problem, we learn a latent common subspace by reducing the distri-
bution difference and preserving the important properties of features,
in which a shared feature representation can be discovered. Besides,
we impose the l2,1-norm on the projection matrix to deal with the
second problem. A graph regularizer, which considers the geomet-
ric structure of data, is further presented to improve the recognition
performance. Experimental results on cross-corpus speech emotion
recognition tasks suggest that our proposed method achieves more
encouraging results compared with some state-of-the-art approach-
es.

Index Terms— Subspace learning, feature selection, speech e-
motion recognition, cross-corpus, transfer learning

1. INTRODUCTION

In speech signal processing field, emotion recognition plays an im-
portant role, and has received much attention over the past decades.
The objective of speech emotion recognition is to recognize emo-
tions from speech into the following categories, e.g., happiness, sad-
ness, disgust and surprise. It has been proven very useful in many
applications [1]. Many statistical methods have been adopted to
implement the classification function, such as support vector ma-
chine (SVM), Gaussian mixture model (GMM), artificial neural net-
work (ANN), extreme learning machine (ELM), deep neural net-
work (DNN) and regression algorithms [1, 2, 3, 4, 5]. These meth-
ods obtain satisfactory results to some extent. Unfortunately, we
can notice that all these algorithms are conducted and tested on the
same corpus, in which the training and testing data are drawn from
the same corpus. In practical situations, since emotional speech ut-
terances are often collected in different environments, e.g., noises,
languages, devices and age groups, we have to face the cross-corpus
speech emotion recognition problem. In this case, the classifier mod-
el trained in one corpus is applied to another corpus, which often
degrades the recognition performance [6].

There have been reported work in automatic speaker and speech
recognition, where researchers have presented many adaptation tech-
niques to improve their systems’ performance [7]. Following this
idea, some adaptation algorithms, e.g., feature normalization [8, 9],
maximum a posteriori (MAP), joint factor analysis (JFA), vocal tract
length normalization (VTLN), have been introduced in speech emo-
tion recognition [10, 11, 12, 13]. Meanwhile, over the past few years,
with the rapid growth of deep learning techniques, much attention
has been paid to developing DNN based speech emotion recognition
methods [2, 3, 4], in which the common strategy is to learn high-
level invariant emotional features from raw speech utterances. They
can obtain better recognition performance than traditional algorithm-
s. Nonetheless, these methods require a large amount of training da-
ta, which is hard to collect in practice, and do not take into account
the “corpus bias” problem [14].

Recently, one major research direction focuses on addressing the
“corpus bias” problem via domain adaptation and transfer learning
algorithms, in which the differences between different feature distri-
butions are considered. In [14], Deng et al. present an autoencoder-
based unsupervised domain adaptation approach to cope with the
cross-corpus speech emotion recognition problem, in which the pri-
or knowledge from the target corpus is employed to regularize the
training on the source corpus. In [15], Zong et al. present a least-
squares regression based domain adaptation algorithm, in which the
labeled source and unlabeled target data are jointly utilized to train
the recognition model. In [12], Hassan et al. introduce the popular
transfer learning algorithms to compensate the speaker and acous-
tic variations for cross-corpus speech emotion recognition. In [16],
Zhang et al. propose a multi-task learning approach to cope with
the cross-corpus emotion recognition from singing and speaking. In
[6], we have presented a transfer non-negative matrix factorization
(TNMF) approach to learn corpus-invariant feature representations
across training and testing corpora. However, these algorithms fo-
cus on finding the common feature representations to cope with the
feature matching problem, and do not consider the importance of
feature selection together.

The main contribution of this work is a new learning framework
that jointly performs transfer subspace learning and feature selection
for cross-corpus speech emotion recognition. In this way, we learn
a projection matrix to map the features of different corpora into a
common low-dimensional subspace, while the l2,1-norm is imposed
on the projection matrix to perform feature selection. Moreover, a
graph regularizer is further introduced to improve the recognition
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performance.

2. JTSLFS FOR CROSS-CORPUS SPEECH EMOTION
RECOGNITION

2.1. The objective function

Let X = [Xs, Xt] ∈ Rm×n(n = nl + nu) be the feature ma-
trix, with n data points in a m-dimensional feature sequence, in
which Xs = [x1, . . . , xnl ] ∈ Rm×nl and Xt = [xnl+1, . . . , xn] ∈
Rm×nu are the features of labeled source and unlabeled target cor-
pora, respectively. Since the samples are from different corpora,
our goal is to find the common representations of X in a laten-
t low-dimensional space, denoted by Y = [Ys, Yt], where Ys =
[y1, . . . , ynl ]

T ∈ Rnl×c and Yt = [ynl+1, . . . , yn]
T ∈ Rnu×c.

In this paper, following the idea of spectral regression [17], the di-
mensionality reduction algorithms, e.g., linear discriminant analy-
sis (LDA), locality preserving projection (LPP), can be cast into a
regression framework. Given the representations from the labeled
source dataset Ys, the optimal Ys can be obtained by

min
Ys

∑
i,j

uij

∥∥yi − yj
∥∥2

s.t. Y T
s DYs = I

(1)

where D is a diagonal matrix, whose entries are the column sums of
a weight matrix U = [uij ] ∈ Rnl×nl , and uij indicates whether xi

and xj are from the same class, which is defined as follows:

uij =

{
1
nk

if xi and xj both belong to the k-th class
0 otherwise

(2)

where nk is the number of the k-th class. The constraint term
Y T
s DYs = I removes an arbitrary scaling factor in the embeddings,

where I is the identity matrix [18].
According to [17], the optimal Ys is computed as

vk = (0, . . . , 0︸ ︷︷ ︸∑k−1
i=1 ni

, 1, . . . , 1︸ ︷︷ ︸
nk

, 0, . . . , 0︸ ︷︷ ︸∑c
i=k+1

ni

)T , k = 1, . . . , c (3)

where c is the number of classes. Ys can be represented as Ys =
[v1, . . . , vc] ∈ Rnl×c.

Next, we want to learn a projection matrix to map the data into
the latent low-dimensional space. The objective function is given as

min
P

∥∥∥XTP − Y
∥∥∥2

F
(4)

where P is the projection matrix, the superscript T denotes the trans-
position of a matrix, and ∥ · ∥F refers to the Frobenius norm of a
matrix.

Since the training and testing data are from different corpora,
and often follow different feature distributions, the difference be-
tween two feature distributions is considered. Following conven-
tional transfer learning algorithms [6, 19], the maximum mean dis-
crepancy (MMD) is adopted to measure this discrepancy. Thus, the
objective function can be formulated as follows:

min
P

∥∥∥XTP − Y
∥∥∥2

F
+ βΩ(P ) (5)

where β is a nonnegative regularization parameter, and Ω(P ) is the
MMD regularization term, which is given as

Ω(P ) =

∥∥∥∥∥ 1

nl

nl∑
i=1

yi −
1

nu

n∑
j=nl+1

yj

∥∥∥∥∥
2

= Tr(PTXMXTP )

(6)

where Tr(·) denotes the trace of a matrix, and M = [mij ]
n
i,j=1 is

the MMD matrix, which is computed as

mij =


1
n2
l

xi, xj ∈ Xs

1
n2
u

xi, xj ∈ Xt

−1
nlnu

otherwise
(7)

Meanwhile, we perform feature selection via imposing the l2,1-
norm on the projection matrix [20]. So the objective function can be
written as

min
P

∥∥∥XTP − Y
∥∥∥2

F
+ βΩ(P ) + α

∥∥P∥∥
2,1

(8)

where ∥ · ∥2,1 refers to the l2,1-norm, which is defined as the sum-
marization of the l2-norm of columns of a matrix, and α is a non-
negative regularization parameter.

2.2. The graph regularization

Motivated by recent progress in manifold learning [21], we utilize
both labeled source and unlabeled target samples to design a graph,
which considers the geometric structure of data, to further improve
the recognition performance. Given the feature set X , we can con-
struct a p nearest neighbor graph G with n vertices to model the
relationships between the nearby data points, where edge weights
encode the similarities between samples. Let W = [wij ] ∈ Rn×n

be the weight matrix of G. There are many choices of W , in this
work, the common and simple 0-1 weighting scheme is adopted,
which is written as

wij =

{
1 if xj ∈ Np(xi) or xi ∈ Np(xj)
0 otherwise (9)

where Np(xi) is the set of p nearest neighbors of xi. Similar to Eq.
(1), a natural graph regularizer can be defined as

J(P ) = min
P

1

2

n∑
i,j=1

wij

∥∥∥xT
i P − xT

j P
∥∥∥2

=
n∑

i=1

(xT
i P )T (xT

i P )bii −
n∑

i,j=1

(xT
i P )T (xT

j P )wij

= Tr(PTXLXTP )

(10)
where L = B − W is called graph Laplacian [22], B = [bii] ∈
Rn×n is a diagonal matrix with bii =

∑
j wij .

Incorporating this geometrical regularization term into the ob-
jective function shown in Eq. (5), we obtain the JTSLFS model, and
the objective function is given as follows:

min
P

∥∥∥XTP − Y
∥∥∥2

F
+ α

∥∥P∥∥
2,1

+ βΩ(P ) + γJ(P ) (11)

where γ is a nonnegative trade-off parameter. By combining the
last two regularization terms, the objective function can be further
modified as

min
P

∥∥∥XTP − Y
∥∥∥2

F
+ Tr(PTRP ) + α

∥∥P∥∥
2,1

(12)

where R = X(βM + γL)XT .
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2.3. Optimization algorithm

The optimization problem in Eq. (12) contains the l2,1-norm, which
is non-smooth and cannot get a closed form solution. Consequent-
ly, an iterative algorithm is presented in this subsection. Given the
projection matrix P , the l2,1-norm of P is defined as

∥∥P∥∥
2,1

=
m∑
i=1

√√√√ n∑
j=1

P 2
ij = 2Tr(PTQP ) (13)

where Q = [qii] ∈ Rm×m is a diagonal matrix with qii =
1

2∥pi∥2
,

pi means the i−th row vector of Q.
Note that in practice, ∥pi∥2 could be close to zero. Follow-

ing the half-quadratic minimization [23], qii is redefined as qii =
1

2
√

∥pi∥22+ϵ
, where ϵ is a very small positive constant. Consequent-

ly, we will minimize the following objective function O to learn the
projection matrix P :

O =
∥∥∥XTP − [Ys, Yt]

∥∥∥2

F
+ Tr(PTRP ) + αTr(PTQP ) (14)

The iterative algorithm is summarized as follows:
1). Update P as given Yt. Setting the partial derivative of O

with respect to P to zero, we obtain the following equation:

∂O
∂P

= 0

⇒ 2X(XTP − Y )− 2RP − 2αQP = 0

⇒ (XXT −R− αQ)P = XY

(15)

And left multiplying both sides of Eq. (15) by (XXT − R −
Q)−1, we get the analytical solution of P as

P ∗ = (XXT −R− αQ)−1XY (16)

2). Update Yt as given P . When P is fixed, Eq. (14) can be
reformulated as

O = min
Yt

∥∥∥[Ys, Yt]−XTP
∥∥∥2

F
(17)

which is equivalent to the following optimization problem:

O = min
Yt

∥∥∥Yt −XT
t P

∥∥∥2

F
(18)

The above optimization problem can be easily solved by the quadrat-
ic programming algorithm [24].

The detailed algorithmic procedure of learning projection matrix
P is stated in Algorithm 1.

3. EXPERIMENTS

In this section, we evaluate the performance of our proposed JTSLF-
S approach for speech emotion recognition. In our work, the speech
emotion recognition is a cross-corpus recognition task, in which the
source training dataset is labeled and the target testing dataset is un-
labeled.

Algorithm 1 JTSLFS algorithm
Input:

The feature matrix X ∈ Rm×n and low-dimensional representa-
tion of labeled source corpus Ys ∈ Rnl×c;

The parameters α, β, γ and p.
Output:

The projection matrix P ∈ Rm×c.
a). Compute the MMD matrix M ;
b). Construct the p nearest neighbor graph G;
c). Set k = 0, initialize Y 0

t ∈ Rnu×c.
repeat

1. Compute the projection matrix P according to Eq. (16):
P k = (XXT −R−Q)−1X[Ys, Y

k
t ];

2. Update the low-dimensional representations of unlabeled
target corpus Y k+1

t according to Eq. (18);
3. k = k + 1;

until Convergence.

3.1. Data sets and compared algorithms

The EMO-DB and eNTERFACE emotional databases are used in
our experiments, and the important statistics of these two corpora
are summarized below:

• The EMO-DB1 is a popular, acted emotional database. It con-
tains 7 types of emotions, i.e., anger, boredom, disgust, fear,
happiness, neutral and sadness. 494 speech utterances as a w-
hole are collected by 10 actors in German, which are all used
in our experiments.

• The eNTERFACE2 is a public, acted, audio-visual emotional
database. It consists of 1287 video samples with 6 emotion
categories, i.e., anger, disgust, fear, happiness, sadness and
surprise. These videos are recorded by 43 subjects with pre-
defined speech content in English. In our experiments, all the
audio samples are chosen for evaluation.

We adopt the openSMILE toolkit3 to extract the acoustic fea-
tures, and the 1582 dimensional standard feature set of INTER-
SPEECH 2010 paralinguistic challenge [25] is used in our exper-
iments. To show the cross-corpus recognition performance, we
compare our approach with other related methods. The methods that
we evaluate are listed below:

• Conventional method (Conventional), in which the classifier
trained in source corpus is directly used for recognition in the
target corpus.

• Baseline method (Baseline), in which the training and testing
procedures are conducted on the same corpus.

• Transfer sparse coding (TSC) [19], where the MMD is incor-
porated into the objective function of sparse coding.

• Transfer NMF method (TNMF) [6], where the MMD is in-
corporated into the objective function of NMF.

• Transfer subspace learning (TSL), which is a special case of
our proposed JTSLFS, when α and γ are set to zero.

• Our proposed JTSLFS without graph regularization (TSLFS),
which can be seen as a special case of JTSLFS, when γ is set
to zero.

1http://emodb.bilderbar.info/docu
2http://enterface.net/enterface05/main.php?frame=emotion
3http://sourceforge.net/projects/opensmile

5506



Table 1. The recognition performance in test1

Methods Recognition rates (%)
Anger Disgust Fear Happiness Sadness Average

Conventional 37.23 19.21 17.98 27.16 28.40 28.87
TSC 50.18 29.25 36.86 47.45 45.98 44.96

TNMF 50.02 29.30 36.85 47.28 46.06 43.99
TSL 47.16 26.29 32.26 46.02 45.16 40.02

TSLFS 50.35 29.56 37.19 47.78 46.35 45.52
Ours 50.39 29.57 37.22 47.91 46.38 45.61

Baseline 74.40 55.35 54.03 59.98 60.96 61.36

Table 2. The recognition performance in test2

Methods Recognition rates (%)
Anger Disgust Fear Happiness Sadness Average

Conventional 31.49 53.06 16.47 20.98 47.20 34.63
TSC 35.39 72.98 18.97 25.52 69.26 50.59

TNMF 36.13 73.07 19.05 25.53 69.32 51.96
TSL 37.80 72.56 18.65 25.38 69.25 50.92

TSLFS 38.02 74.11 19.12 26.02 69.68 52.18
Ours 38.05 74.49 19.18 26.71 71.38 52.26

Baseline 73.01 81.04 68.58 52.99 79.33 71.02

• Our proposed JTSLFS approach (Ours).

The linear SVM is used as the standard classifier for the above
mentioned algorithms, and 5 common emotion categories, i.e.,
anger, disgust, fear, happiness and sadness, are used for evaluations.

3.2. Experimental Results

Under our experimental setup, it is impossible to select the model
parameters using cross validation strategy, since the labeled source
and unlabeled target data sets follow different feature distribution-
s. Consequently, we use a search strategy by searching optimal
parameters in the parameter space. Note that the objective func-
tion in Eq. (11) mainly involves three parameters, i.e., α, β and
γ. α is the weighting parameter of l2,1-norm, β is the weighting
parameter of MMD matrix, and γ is the weighting parameter of
graph regularization. We tune these three parameters in the range
of {10−3, 10−2, 10−1, 1, 10, 102, 103}. Finally, α, β and γ are set
to 0.1, 1 and 100, respectively, and the number of nearest neighbors
in graph is set to 5.

Two types of experiments are carried out, i.e., test1 versus test2.
In test1, the labeled EMO-DB database is used for training, and the
unlabeled eNTERFACE database is chosen for testing. Meanwhile,
in test2, the labeled eNTERFACE database is used for training, and
the unlabeled EMO-DB is used for testing. In our experiments, each
database is divided into five subsets with equal size. In each test,
three subsets are used for training while the others are used for test-
ing. The tests are repeated 20 times such that they can cover all
possible cases. After experiments, we use the recognition rates of
each emotion and overall average to evaluate the recognition perfor-
mance.

Tables 1 and 2 show the results of various methods in test1 and
test2. These results reveal a number of interesting points:

• As we can see, regardless of each case, our proposed JTSLF-
S method achieves the best recognition rates, which demon-
strates the efficacy of the joint transfer subspace learning and
feature selection idea.

• The TSLFS algorithm outperforms the other three popular
transfer learning algorithms, i.e., TSC, TNMF and TSL. This
suggests the importance of feature selection strategy in trans-
fer subspace learning.

• As we have described, the JTSLFS adopts a p nearest neigh-
bor graph to capture the local data structure. In both cas-
es, the JTSLFS obtains higher recognition rates than TSLFS.
This shows that, by leveraging the power of graph Laplacian
regularization, the JTSLFS model can obtain better feature
representations.

4. CONCLUSIONS

In this paper, we have presented a novel cross-corpus speech e-
motion recognition method, called joint transfer subspace learning
and feature selection (JTSLFS). The JTSLFS performs transfer sub-
space learning and feature selection in a joint framework. Specifi-
cally, a projection matrix is learned to obtain common feature rep-
resentations for different data sets, while the l2,1-norm imposed on
the projection matrix is used for feature selection, and a Laplacian
graph is further used to enhance the recognition performance. Ex-
perimental results on cross-corpus speech emotion recognition tasks
have demonstrated that JTSLFS performs better than several relevant
state-of-the-art methods.
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