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ABSTRACT

We address speaker-independent co-channel speech separation from
the computational auditory scene analysis (CASA) perspective.
Specifically, we decompose the two-speaker separation task into the
stages of simultaneous grouping and sequential grouping. Simulta-
neous grouping is first performed at the frame level by separating
the spectra of two speakers with a permutation-invariantly trained
recurrent neural network (RNN). In the second stage, the simulta-
neously separated spectra at each frame are sequentially grouped
into the utterances of the two underlying speakers by a clustering
RNN. Overall optimization is then performed to fine tune the two-
stage system. The proposed CASA approach takes advantage of
permutation invariant training (PIT) and deep clustering (DC), but
overcomes their shortcomings. Experiments show that the proposed
system improves over the best reported results of PIT and DC.

Index Terms— Co-channel speech separation, computational
auditory scene analysis, deep learning, permutation invariant train-
ing, deep clustering

1. INTRODUCTION

Co-channel speech separation refers to the task of separating speech
of two simultaneous speakers in a monaural recording. As an im-
portant branch of the cocktail party problem, co-channel speech
separation is useful for a wide variety of speech applications, e. g.,
meeting transcription, speaker identification, and hearing aids. Al-
though human auditory systems are extremely good at focusing at
one speaker in the presence of interfering speakers, this problem has
stayed largely unsolved for machines for more than 5 decades.

Before the deep learning era, a common approach to co-channel
speech separation is computational auditory scene analysis (CASA)
[19]. In CASA, auditory cues, like onset and pitch, are utilized to
group sound sources in both frequency and time domain, known as
simultaneous grouping and sequential grouping, respectively. For
example, a tandem algorithm [10] groups time-frequency (T-F) rep-
resentation of speech into coherent T-F segments by using iterative
pitch estimation and mask estimation. Hu and Wang [11] improve
the tandem algorithm by further introducing clustering based se-
quential grouping for T-F segments. Besides CASA, model based
approaches, e. g., non-negative matrix factorization (NMF) [17] and
GMM-HMM [16], have also been explored. However, they only
introduce moderate performance gain due to limited modeling capa-
bilities.

This research was supported in part by an NIDCD grant (R01
DC012048) and the Ohio Supercomputer Center.

With the rapid development of deep learning, more and more
researchers start to formulate co-channel speech separation as a re-
gression problem. The general idea is to feed spectral features into
deep neural networks (DNNs) to predict T-F masks or spectra of two
speakers in a mixture [3, 12, 20]. There are usually two output layers
in DNNs, one for the target speaker and the other for the interfering
speaker. Most studies [3, 12, 20] use a matched target speaker dur-
ing training and test, denoted by target-dependent DNNs. It has been
shown that this technique leads to substantial intelligibility improve-
ment for hearing impaired listeners [7]. However, if such a DNN
is trained on an open set of speakers with random layouts of labels,
severe permutation problem may happen. For example, utterance 1
and 2 are both mixtures of speaker A and B. If the labels in utterance
1 are organized as (A, B), and the labels in utterance 2 are organized
as (B,A), then conflicting gradients may be generated for the two
mixtures, and prevent the DNN from converging.

The frame-level permutation invariant training (denoted by tPIT)
algorithm [15] solves this problem by looking at all possible label
permutations within each frame during training, and only uses the
one with the lowest frame-level loss to update the network. A locally
optimized output-target pairing can thus be reached, which leads to
very promising frame-level separation performance. However, the
speaker assignment in tPIT’s output may swap frequently across
frames. To further address this issue, an utterance-level PIT (uPIT)
algorithm [15] is proposed, which uses bi-directional long short-term
memory (BLSTM) recurrent neural networks (RNNs) to perform
sequence-to-sequence mapping. It forcedly aligns each speaker to
a fixed output layer throughout a whole training utterance.

In the meanwhile, deep clustering (DC) [8] tackles the permu-
tation problem by training a BLSTM-RNN to assign an embedding
vector to each T-F unit of the spectrogram, such that embedding vec-
tors of T-F units dominated by the same source are similar, and em-
bedding vectors of those dominated by different sources have larger
distances. Clustering these embedding vectors using the K-means al-
gorithm assigns each T-F unit to one of the speakers in the mixture,
which can be viewed as a binary mask for speech separation. In
[13], several upgrades, including deeper network, recurrent dropout
and end-to-end training are proposed to improve DC. In [2], a con-
cept of attractors is further introduced to DC to enable end-to-end
training.

Although uPIT and DC work well in speaker-independent situ-
ations, they both have drawbacks. As reported in [15], uPIT sacri-
fices frame-level performance to achieve better assignment at the ut-
terance level. Its sequence-to-sequence mapping mechanism works
poorly for same-gender speaker pairs. On the other hand, DC esti-
mates an embedding vector for every T-F unit in an utterance, which
is an overkill and is inefficient during inference. Moreover, the im-
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Fig. 1: Diagram of the simultaneous grouping stage.

plication of an embedding vector is ambiguous when the two under-
lying speakers have similar energies.

Inspired by PIT, DC and CASA, we propose a deep learning
based CASA approach to perform speaker-independent co-channel
speech separation. The CASA approach consists of two stages, a
simultaneous grouping stage and a sequential grouping stage. In
the first stage, a tPIT-BLSTM-RNN is trained to predict the spectra
of the two speakers at each frame, with unknown speaker assign-
ment. This stage separates different frequency components of the
two speakers at a frame-level, which corresponds to simultaneous
grouping in CASA. In the sequential grouping stage, a concatena-
tion of the two estimated spectra and the mixture spectrum is fed
into another BLSTM-RNN to predict embedding vectors for the es-
timated spectra, such that the embedding vectors corresponding to
the same speaker are close together, and those corresponding to dif-
ferent speakers are far apart. A constrained K-means algorithm is
then performed to forcedly assign the two spectrum predictions at
the same frame to different speakers. This stage corresponds to se-
quential grouping in CASA, which streams short speech segments
according to temporal continuities and similarities. The overall sys-
tem takes advantage of accurate frame-level estimation of tPIT and
overcomes the T-F ambiguity issue of DC by applying constrained
K-means clustering on frame-level spectra. In the end, we explore
end-to-end optimization of the two stages to further fine-tune the
system.

In the remainder of this paper, we present the simultaneous
grouping stage in Section 2. The sequential grouping stage is de-
scribed in Section 3. In Section 4, we present experimental results
and comparisons. A conclusion is given in Section 5.

2. SIMULTANEOUS GROUPING STAGE

Co-channel speech separation aims to separate two concurrent
speakers in a single-microphone recording. Inspired by auditory
scene analysis (ASA) [1] and CASA [19], we decompose this task
into two stages, a frequency-domain simultaneous grouping stage,
and a time-domain sequential grouping stage. This section explains
the first stage in details.

Let Xi(t, f) denote the short-time discrete Fourier transform
(STFT) of speaker i (i =1, 2), where t and f are the time and fre-
quency indices. The mixture of the two speakers can be defined as:

Y (t, f) = X1(t, f) +X2(t, f) (1)
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Fig. 2: Diagram of the sequential grouping stage.

Conventional deep learning based co-channel speech separation
systems [12, 15] feed the magnitude STFT of the mixture signal
|Y (t, f)| into a neural network to predict a T-F mask Mi(t, f) for
each speaker i. The masks are then multiplied with the mixture sig-
nal to reconstruct the original sources:

|X̃i(t, f)| =Mi(t, f)� |Y (t, f)|, i = 1, 2 (2)

Here � denotes element-wise multiplication, and |X̃i(t, f)| is the
reconstructed magnitude STFT of the ith speaker. |X̃i(t, f)| is then
coupled with noisy phase to resynthesize the time-domain signal of
each speaker.

Various training targets of |X̃i(t, f)| have been explored for
masking based speech separation in [4]. The phase-sensitive ap-
proximation (PSA) is found to be the best one since it can make up
errors introduced by the noisy phase during resynthesis. In PSA, the
desired reconstructed signal, i.e., the training target, is defined as:
|Xi(t, f)|�cos(φi(t, f)), where φi(t, f) is the element-wise phase
difference between the mixture Y (t, f) and the source Xi(t, f).
Overall, the training loss at each frame is computed as:

Jt =

F∑
f=1

2∑
i=1

||Mi(t, f)�|Y (t, f)|− |Xi(t, f)|� cos(φi(t, f))||22

(3)
where || · ||2 denotes l2 norm.

Using a predefined ordering of the two targets may cause severe
permutation problem for different speaker pairs [15], and may stop
the network from converging. Frame-level PIT (tPIT) is proposed to
overcome this issue, where targets are provided as a set instead of
an ordered list, and the output-target pairing i ↔ θi(t), for a given
frame t, is defined as the pairing that minimizes the loss function
over all possible speaker permutations P . In tPIT, the training loss
at each frame can be rewritten as:

JtPITt = min
θi(t)∈P

∑
f,i

||Mi � |Y | − |Xθi(t)| � cos(φθi(t))||
2
2 (4)

We omit (t, f) in M,Y,X, and φ notations for simplicity.
tPIT does a great job separating the two speakers at a frame level

[15]. Therefore, we directly adopt tPIT as our simultaneous group-
ing module. A diagram of our tPIT module is illustrated in Fig. 1.
In the network, BLSTM is used to exploit temporal context. The
targets and outputs are paired w.r.t. the minimum frame-level loss.
Finally, the two reconstructed outputs are fed to the next stage for
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Fig. 3: Results of the simultaneous grouping stage for a male-male
test mixture. First row: magnitude STFT of the mixture. Second
row: magnitude STFT of the two targets. Third row: two outputs
with the default speaker assignment. Last row: two outputs with the
optimal speaker assignment.

sequential grouping. Fig. 3 shows an application of tPIT for a male-
male test mixture. Due to tPIT’s locally optimized training criterion,
the output-to-speaker assignment changes very often in tPIT’s de-
fault output (third row), and it is nowhere close to the targets on the
utterance level. However, if we reassign the outputs w.r.t. the min-
imum loss for each speaker, tPIT can almost perfectly reconstruct
both signals, as shown in the last row.

Such optimal speaker assignments can only be achieved when
the training targets are known beforehand, which is irrational for real
applications. To address this issue, the utterance-level PIT (uPIT) is
proposed to perform separation and speaker tracing simultaneously.
In uPIT, the output-target pairing i ↔ θi(t) is fixed for a whole ut-
terance, which corresponds to the pairing that provides the minimum
utterance-level loss over all possible permutations. As reported in
[15], uPIT greatly improves the separation quality without knowing
the optimal speaker assignment. However, the fixed output pairing
for an whole utterance prevents the frame-level loss to be optimized
as in tPIT. The large gap between same-gender and different-gender
performance reported in uPIT [15] also implies that a better tracing
algorithm can be designed.

In the proposed CASA approach, we make use of the frame-
level outputs of tPIT and propose a new sequential grouping method
to track them through time. The details are explained in the next
section.

3. SEQUENTIAL GROUPING STAGE

3.1. Deep Clustering Network

In this stage, we trace all frame-level reconstructed spectra using a
deep clustering network, which corresponds to sequential grouping
in CASA. Deep clustering based speech separation is first proposed
by Hershey et al. in [8]. We make a few modifications to DC to
make it work under the new setup.

A diagram of our sequential grouping network is illustrated in
Fig. 2. Outputs from tPIT |X̃i(t, f)| are concatenated with |Y (t, f)|
to form the input to the network. Batch normalization is applied
afterwards. The network uses BLSTM to project each frame-level
output from tPIT |X̃i(t)|, into a D-dimensional embedding space
Vi(t) ∈ RD , where |X̃i(t)| denotes the vector representation of the

Fig. 4: Results of the sequential grouping stage for the same male-
male test mixture as in Fig. 3. All horizontal axes correspond to
time. First row: optimal speaker assignment label of the two out-
put layers. Second row: estimated embedding vectors of the two
output layers. Third row: estimated speaker assignment label af-
ter constrained K-means clustering. Last row: sequentially grouped
outputs using K-means labels.

ith output at frame t, and Vi(t) is the corresponding unit-length em-
bedding vector. The target or optimal label of the network is a two-
dimensional indicator vector, denoted by Ai(t). During the training
of tPIT, if the minimum loss is achieve when |X̃i(t)| is paired with
speaker 1, we set Ai(t) to [1 0], otherwise Ai(t) is set to [0 1].
In other words, Ai(t) indicates the optimal speaker assignment of
|X̃i(t)|. Vi(t) and Ai(t) can be reshaped into a 2T ×D matrix V
and a 2T × 2 matrix A, respectively, to represent embedding and
assignment information of all frames in an utterance. A permutation
independent loss function between V and A is presented as:

JDC = ||VVT −AAT ||2F (5)

where || · ||F is Frobenius norm. Optimizing JDC forces Vi(t)
corresponding to the same speaker to get closer during training, and
Vi(t) corresponding to different speakers to become further apart.
Since we only care about the speaker assignment of spectra with
significant energies, a binary weight for each frame-level output is
used during training, only retaining those embedding vectors whose
corresponding outputs have greater energy than some ratio (set to
-30 dB) of the maximum frame-level energy.

In the next step, a constrained K-means algorithm is used to clus-
ter Vi(t) into two groups. First, an initial centroid pair is selected as
two embedding vectors at a same frame, but with the largest distance
in between. Three iterations of K-means are then performed for em-
bedding vectors with significant energies. In the end, we assign the
two embedding vectors at each frame to different clusters, making
sure that the minimum distance is achieved at the frame level.

After the K-means algorithm, we look up the two outputs from
tPIT, and stream frame-level outputs with the same K-means label
into one speaker. Results of this stage are shown in Fig. 4, where
the same male-male speaker pair is used as in Fig. 3. In Fig. 4, the
estimated embedding vectors and the resulting K-means labels al-
most perfectly match the patterns in the optimal speaker assignment
labels. Consequently, the sequentially grouped outputs also match
the optimally assigned outputs in Fig. 3.

The major difference between DC and the proposed CASA ap-
proach is that, DC’s embedding-clustering framework is performed
on a T-F level, whereas in CASA it is performed on a Time-Speaker
level. There are several advantages to do it in our way. First, estimat-
ing an embedding vector for a T-F unit with similar energies from the
two speakers is usually error-prone. We avoid this problem by clus-
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tering frame-level spectra that can well separate the two speakers.
Second, during the clustering stage, we reduce the computational
complexity of DC from O(FT ) to O(2T ). Last, our framework is
more flexible. Sequential grouping can be utilized to group various
output targets, including different mask types, or even time-domain
waveforms. However, DC can only be applied on the T-F domain.

3.2. End-to-end Training

End-to-end (E2E) training can be applied to the CASA approach
by using uPIT based training loss on the final sequentially grouped
outputs. To do so, we fix all tunable parameters in the embedding-
clustering network, and only use them to generated K-means labels
for uPIT training. As the training goes, the simultaneous group-
ing module will be tuned to have higher synergy with the sequen-
tial grouping module, and better utterance-level performance can be
achieved.

Moving forward, we can train the two stages of the CASA ap-
proach in an iterative fashion. However, due to the time limitation,
we leave this as a future work.

4. EVALUATION AND COMPARISON

4.1. Experimental Setup

We conduct experiments on the co-channel speech separation corpus
introduced in [8], which has a 30-hour training set and a 10-hour val-
idation set generated by selecting random speaker pairs in the Wall
Street Journal (WSJ0) training set si tr s, and mixing them at various
signal-to-noise ratios (SNRs) between 0 dB and 5 dB. Evaluation is
conducted on the 5-hour test set, which is similarly generated us-
ing 16 unseen speakers from the WSJ0 development set si dt 05 and
si et 05. All mixtures are sampled at 8 kHz. Magnitude STFT is
used as the input feature in both stages, with a frame length of 32ms,
a frame shift of 8 ms, and the square root of hanning window is
applied. We report our results in terms of signal-to-distortion ratio
improvement (SDRi) [18], a metric widely used in speech enhance-
ment evaluation.

4.2. Models

The tPIT network in the simultaneous grouping stage contains 3
BLSTM layers, with 896×2 units in each layer. Two output layers
with the ReLU activation function [6] are then used to predict phase
sensitive masks. The network is trained with the Adam optimization
algorithm [14] and dropout regularization [9]. To accelerate train-
ing, we do not apply recurrent dropout [5] to our model, despite its
effectiveness for small to median training sets [5, 13]. The initial
learning rate is set to 0.0002, and we decrease the learning rate by a
ratio of 0.8 when the cross-validation loss stops decreasing for over
8 epochs.

The sequential grouping module has a 4-layer BLSTM-RNN
with 300×2 units in each layer. The embedding dimension is set
to 40, thus we use 80 sigmoid output units to predict the two embed-
ding vectors at each frame. The initial learning rate is set to 0.001
in this module. Other training recipes follow those in the simulta-
neous grouping stage, exactly. In both stages, BLSTM-RNNs are
trained on the whole utterance level. tPIT-BLSTM is trained first.
We then fix parameters in tPIT-BLSTM and start to update the se-
quential grouping network. In the end, end-to-end training is per-
formed to further fine tune the algorithm.

In addition, we trained a uPIT model with the same configura-
tion as the tPIT for comparison.

Table 1: SDRi (dB) comparison of tPIT and uPIT in terms of default
and optimal speaker assignment.

Optimal Assign Default Assign

tPIT 12.3 -1.6
uPIT 11.4 10.3

Table 2: SDRi (dB) comparison of different systems with different
gender combinations.

Same Gender Different Gender Overall

uPIT [15] 7.5 12.2 10.0
DAN [2] - - 10.5
DC++ [13] 9.4 12.0 10.8
CASA 9.5 12.2 10.9
CASA-E2E 9.6 12.2 11.0
tPIT-OPT 11.9 12.6 12.3

4.3. Results and Comparisons

In Table 1, we compare a uPIT-BLSTM with the tPIT module in
our system, with exactly the same training recipes. Although the
uPIT model improves the results of the default assignment by a large
margin, there is still a significant gap between uPIT and tPIT when
the optimal output assignment is used. Therefore, we use tPIT as the
basis, and come up with a better tracking algorithm to improve PIT.

In Table 2, we compare the proposed CASA approach with other
state of the art algorithms, including uPIT [15], deep attractor net-
work (DAN) [2] and the updated version of deep clustering (DC++)
[13], in terms of same-gender, different-gender and overall SDRi.
The best published result is given for each comparison method. As
shown in the table, uPIT has the best performance for the different-
gender pairs, but its same-gender results are way worse than other
systems, indicating that sequence mapping does not work well for
challenging speaker pairs. The proposed CASA approach outper-
forms uPIT and DAN, and yields slightly better results than DC++.
The updated version of the CASA approach, CASA-E2E, is trained
by conducting 10 epochs of end-to-end training, which further im-
proves the SDRi of CASA. The upper bound of the proposed ap-
proach is the optimally assigned tPIT, as reported in the last row
of Table 2. Although CASA-E2E has close SDRi to tPIT-OPT on
different-gender pairs, it still can not match the same-gender results.
More improvement can be expected when iterative training, recur-
rent dropout, and smoother tracking algorithm are added to the sys-
tem in the future.

5. CONCLUSION

We have proposed a CASA approach for deep learning based
speaker-independent co-channel speech separation. A simultane-
ous grouping stage is first conducted to separate the two speakers
at the frame-level. Sequential grouping is then performed to stream
frame-level spectra into two sources based on their similarities and
continuities. The two stages can be trained jointly and iteratively.
The proposed CASA approach takes advantage of both permutation-
invariant training and deep clustering, and has been shown to yield
better results than both approaches. Future work includes incorpo-
rating recurrent dropout, iterative joint optimization and real-time
processing.
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