
PARALLEL-DATA-FREE DICTIONARY LEARNING FOR VOICE CONVERSION USING
NON-NEGATIVE TUCKER DECOMPOSITION

Yuki Takashima1, Hajime Yano1, Toru Nakashika2, Tetsuya Takiguchi1, Yasuo Ariki1

1Graduate School of System Informatics, Kobe University, Japan
2Graduate School of Informatics and Engineering, The University of Electro-Communications, Japan

ABSTRACT

Voice conversion (VC) is a technique where only speaker-
specific information in source speech is converted while
preserving the associated phonological information. Non-
negative Matrix Factorization (NMF)-based VC has been
researched because of the natural-sounding voice it produces
compared with conventional Gaussian Mixture Model-based
VC. In conventional NMF-VC, parallel data are used to train
the models; therefore, unnatural pre-processing of speech
data to make parallel data is needed. NMF-VC also tends
to be a large model because this method has many parallel
exemplars for the dictionary matrix; therefore, the computa-
tional cost is high. In this paper, we propose a novel parallel
dictionary learning method using non-negative Tucker de-
composition (NTD) which uses tensor decomposition and
decomposes an input observation into a set of mode matri-
ces and one core tensor. Our proposed NTD-based dictionary
learning method estimates the dictionary matrix for NMF-VC
without using parallel data. Experimental results show that
our proposed method outperforms conventional non-parallel
VC methods.

Index Terms— Voice conversion, non-negative Tucker
decomposition, non-negative matrix factorization, non-parallel
training

1. INTRODUCTION

Recently, voice conversion (VC), which is a technique used to
change speaker-specific information in the speech of a source
speaker into that of a target speaker while retaining linguis-
tic information, has been garnering much attention since the
VC techniques can be applied to various tasks [1, 2] Vari-
ous statistical approaches to VC have been studied so far as
discussed in [3]. Among these approaches, the Gaussian mix-
ture model (GMM)-based mapping method [4] is most widely
used, and a number of improvements have been proposed [5,
6]. Other VC methods, such as approaches based on non-
negative matrix factorization (NMF) [7, 8], neural networks
(NNs) [9], and restricted Boltzmann machines (RBMs) [10,
11], have been also proposed.

NMF [12] is one of the most popular sparse representa-
tion methods. NMF decomposes the input observation into
two matrices — the basis matrix and weight matrix. The goal
of NMF is to estimate these two matrices from the input ob-
servation. In this paper, we refer to the basis matrix as the
“dictionary” and the weight matrix as the “activity”. The
NMF-based method can be classified into two approaches:
the dictionary-learning approach [8] and exemplar-based ap-
proach [13]. In the dictionary-learning approach, the dictio-
nary and the activity are estimated simultaneously. On the
other hand, in the exemplar-based approach, only the activity
becomes sparse because the dictionary is determined using
exemplars and the activity is estimated using NMF. In VC
tasks, by using the basis matrices instead of the exemplars,
the VC is performed with lower computation times than with
the exemplar-based method.

However, the conventional NMF-based approach requires
parallel data (aligned speech data from the source and the tar-
get speakers so that each frame of the source speaker’s data
corresponds to that of the target speaker) for training the mod-
els, which leads to several problems. First, the data is lim-
ited to pre-defined articles (both speakers must utter the same
articles). Second, the training data (the parallel data) is not
the original speech data anymore because the speech data is
stretched and modified in the time axis when aligned, and it is
not guaranteed that each frame is aligned perfectly. Because
the dictionary is constructed from parallel data, the error of
alignment in parallel data might adversely affect VC perfor-
mance. Several other approaches have been proposed that do
not use (or minimally use) parallel data of the source and the
target speakers [14, 15]. In [14], for example, they model the
spectral relationships between two arbitrary speakers (refer-
ence speakers) using GMMs, and convert the source speaker’
s speech using the matrix that projects the feature space of the
source speaker into that of the target speaker through that of
reference speakers. In this paper, we expand a conventional
NMF-based VC method into a non-parallel VC method.

In this paper, we propose a non-negative Tucker decom-
position (NTD) [16, 17]-based dictionary learning method
for a NMF-based VC. NTD is a non-negative extension of
Tucker decomposition that decomposes the input observation
into a set of matrices and one core tensor. Because we use
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spectral features as the input observation, a set of matrices
consists of two mode matrices for frequency and time, and
a core tensor corresponding to a core matrix. We assume
that these matrices correspond to the frequency basis ma-
trix, the phonemic information, and the codebook between
the frequency basis and each phone, respectively. We as-
sume that the activity matrix in NMF is decomposed into the
codebook and the phonemic information. When learning the
dictionaries, although the activity matrix is shared between
speakers using parallel data in the conventional NMF, in our
proposed method the codebook is shared between speakers
and the phonemic information is dependent on a speaker.
Hence, the time-varying phonemic information can be cap-
tured for each speaker. When converting, we estimate only
the phonemic information matrix as the activity matrix. Our
proposed method is able to have time-dependent factors for
each speaker; therefore, parallel data is not necessary.

The rest of this paper is organized as follows: In Section
2, VC using exemplar-based NMF is described. In Section 3,
our proposed method is described. In Section 4, the experi-
mental data are evaluated, and the final section is devoted to
our conclusions.

2. NMF-BASED VOICE CONVERSION

2.1. Basic idea

Fig. 1 shows the basic approach of the dictionary-learning
NMF-based VC [8], where F , T , and K represent the num-
bers of dimensions, frames, and bases, respectively. This VC
method needs two dictionaries that are phonemically paral-
lel. As represents a source dictionary, and At represents a
target dictionary. In exemplar-based VC, these two dictionar-
ies consist of the same words and are aligned with dynamic
time warping (DTW) just as conventional GMM-based VC
is. In dictionary-learning VC, these two dictionaries are es-
timated simultaneously. Hence, these dictionaries have the
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Fig. 1. Basic approach of NMF-based voice conversion

same number of bases. In this paper, we employ dictionary-
learning VC.

At first, for the training source data Xs , As and the
source speaker’s activity Hs are estimated using NMF. The
cost function of NMF is defined as follows:

dKL(X
s,AsHs) + λ||Hs||1 s.t.As,Hs ≥ 0 (1)

In Eq. (1), the first term is the Kullback-Leibler (KL)
divergence between Xs and AsHs and the second term is
the sparsity constraint with the L1-norm regularization term
that causes the activity matrix to be sparse. λ represents the
weight of the sparsity constraint. This function is minimized
by iteratively updating.

Next, using the activity matrix Hs obtained by Eq. (1),
the target basis matrix At of the training target data Xt is op-
timized. Then, At is optimized so that the activity matrix is
equivalent to Hs; i.e., At is optimized to minimize the fol-
lowing cost function:

dKL(X
t,AtHs) s.t.At ≥ 0 (2)

In this optimization, the activity matrix is fixed to Hs, and
only At is updated.

This method assumes that when the source signal and the
target signal (which are the same words but spoken by dif-
ferent speakers) are expressed with sparse representations of
the source dictionary and the target dictionary, respectively,
the obtained activity matrices are approximately equivalent.
The estimated source activity Hs is multiplied to the target
dictionary Wt and the target spectra Xt are constructed.

X̂
t
= WtHs (3)

2.2. Problems

NMF-based VC has several problems. First, if the source and
target utterances are aligned using DTW in advance, the esti-
mated parameters are affected by the quality of the alignment.
There still seems to be a mismatch of alignment. This mis-
match degrades the performance of exemplar-based VC [18].
Second, it seems that the activity matrix contains not only
phonetic information but also another information. In [13,
19], Aihara et al. assumed that the activity matrix contains
the phonetic information and speaker information, proposed
some frameworks for dealing with this effect, and was able
to improve the performance of NMF-based VC. In this paper,
we propose another approach. We decompose the activity ma-
trix into the speaker-shared matrix and the speaker-dependent
phonetic information matrix. Then, estimating only the pho-
netic information matrix as the activity matrix when convert-
ing, we expect to improve the activity estimation accuracy.
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3. DICTIONARY LEARNING USING NTD

3.1. Non-negative Tucker decomposition

Given a non-negative N-way tensor, non-negative Tucker de-
composition (NTD) [20] decomposes the input tensor into a
core tensor and a set of mode matrices that are restricted to
have only non-negative elements. In this paper, because we
use spectral features as the input observation, a core tensor is
represented as a matrix, and the number of mode matrices is
two. Under these conditions, NTD is simply defined as fol-
lows:

X ≈ UGV⊤ s.t.U ≥ 0,G ≥ 0,V ≥ 0 (4)

where X ∈ RF×T , U ∈ RF×M , V ∈ RT×L, G ∈ RM×L

are an input spectrogram, mode matrices along the frequency
and time axes and a core matrix, respectively. F , T , M , and
L indicate the number of frequency bins and frames, and the
frequency and time basis, respectively. The cost function of
NTD is defined as follows:

||X−UGV⊤||2F , (5)

where || · ||F indicates the Frobenius norm. NTD provides a
general form of the non-negative tensor factorization includ-
ing special case NMF, and updating algorithms have been pro-
posed in [20]. These updating algorithms are based on that of
NMF.

3.2. Parallel dictionary learning using NTD

In this section, we describe how a parallel dictionary between
the source and target speakers is estimated by NTD. The ob-
jective function is represented as follows:

||Xs −UsGVs⊤||2F + ||Xt −UtGVt⊤||2F
s.t.Us ≥ 0,Ut ≥ 0,G ≥ 0,Vs ≥ 0,Vt ≥ 0 (6)

where Xs ∈ RF×Ts , Xt ∈ RF×Tt , Us ∈ RF×M , Ut ∈
RF×M , Vs ∈ RTs×L, Vt ∈ RTt×L, and G ∈ RM×L are
the source and target spectrograms, the source and target fre-
quency basis matrices, the source and target time basis ma-
trices, and a core matrix, respectively. F , Ts, Tt, M , and L
indicate the number of frequency bins, the source and target
frames, and the frequency and time basis, respectively. This
function is minimized by iteratively updating each parameter
in the same manner as NTD. The core matrix G is estimated
by iteratively updating the following equation.

G← G. ∗ (Us⊤XsVs +Ut⊤XtVt)

./(Us⊤UsGVs⊤Vs +Ut⊤UtGVt⊤Vt), (7)

where .∗ and ./ denote element-wise multiplication and divi-
sion, respectively.
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We assume that Us and Ut represent the frequency basis
matrices, and Vs and Vt represent the phonemic informa-
tion. Because the core matrix is not dependent on both the
frequency and the time, we assume that this matrix represents
the codebook between the frequency bases and the phones.
According to this assumption, the core matrix makes a corre-
spondence between frequency bases and phones. Specifically,
there are L phones, and the spectrum of each phone is con-
structed using M frequency bases. Although the information
contained in the activity matrix is not just the phonological
information, in conventional NMF-based approaches, the ac-
tivity matrix is estimated as only the phonological informa-
tion. Therefore, the estimated activity is degraded. In con-
trast, our proposed NTD-based approach expressly decom-
poses the activity matrix into the speaker-shared information
and the speaker-dependent phonemic information. Therefore,
it is expected that the performance of the activity estimation
will be improved when converting.

After each matrix in the model is estimated, parallel dic-
tionaries are calculated as follows:

Ws = UsG (8)

Wt = UtG. (9)

Then the input source speaker’s spectra are converted using
the dictionaries in the same manner described in Section 2.

4. EXPERIMENTAL RESULTS

4.1. Conditions

The proposed VC technique was evaluated by comparing
it with the conventional GMM-based method [4], the con-
ventional dictionary-learning NMF-based method [8], and
an adaptive restricted Boltzmann machine (ARBM)-based
method [11] which do not use parallel data, in a speaker-
conversion task using clean speech data. The source speaker
and target speaker were one male and one female speaker,
respectively, whose speech is stored in the ATR Japanese
speech database [21]. The sampling rate was 12 kHz. Fifty
sentences were used for training and another 10 sentences
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Fig. 3. Mean opinion scores (MOS) for each method

were used for testing. The GMM- and NMF-based methods
were trained using parallel data that were aligned using dy-
namic programming matching (DPM). The maximum num-
ber of iterations is set to 300 for dictionary learning in NTD
and 300 for conversion in NMF. Those parameters are chosen
experimentally.

In the proposed method, a 513-dimensional STRAIGHT
spectrum [22] is used as a spectral feature. We set the num-
ber of frequency bases M and time bases L to 1,000 and 200,
respectively. In the conventional GMM-based method, mel-
cepstrum is used as a spectral feature. Its number of dimen-
sions is 24. The number of Gaussian mixtures in the GMM-
based method was set to 64, which is experimentally selected.
In the conventional dictionary-learning NMF-based method,
the number of bases is 1,000. In the ARBM-based method, as
an input vector, we used 32-dimensional mel-cepstrum that
were calculated from the 513-dimensional STRAIGHT spec-
tra. We set the number of hidden units as 128.

In this paper, F0 information is converted using a con-
ventional linear regression based on the mean and standard
deviation [5]. The other information, such as aperiodic com-
ponents, is synthesized without any conversion.

4.2. Results and discussion

The subjective evaluation was conducted on “similarity to the
target speaker (individuality)”, “naturalness” and “intelligi-
bility”. For the subjective evaluation, 10 sentences were eval-
uated by 12 Japanese speakers. For the evaluation on speech
quality, we performed a Mean Opinion Score (MOS) test. The
opinion score was set to a 5-point scale (5: excellent, 4: good,
3: fair, 2: poor, 1: bad).

Fig. 3 shows the results of the subjective evaluation for
each method. The error bars show 95% confidence intervals.
In this figure, GMM and NMF are methods using parallel
data, and ARBM and NTD are methods that do not use paral-
lel data. As shown in this figure, the two methods that use
parallel data obtained higher scores than those that do not
use parallel data regarding the speaker individuality evalu-
ation criteria. However, the MOS of the proposed method
preserves speaker identity better than that of the conventional
non-parallel method, ARBM. (The result is confirmed with

a p-value test result of 0.05.) Regarding intelligibility eval-
uation criteria, the MOS of the proposed method is signifi-
cant in the p-value test result of in 0.05 for a GMM-based
method. The performances of the all methods were not so
different regarding the naturalness evaluation criteria. These
result shows that our proposed method effectively converts
speaker individuality compared to conventional non-parallel
VC methods, and has comparable performance to the parallel
VC method. Although our proposed method is comparable to
conventional NMF-based VC as shown in Fig. 3, our method
slightly degraded in speaker individuality. For this reason,
our proposed method is a non-parallel method. Moreover,
for another reason, our proposed method does not have the
sparse constraint that NMF-based methods have. NTD meth-
ods carry out more complex decomposition than NMF-based
methods, so it seems that some constraints are required to ob-
tain more stable performance. In this modeling, it is not guar-
anteed that the indices of the frequency bases and phones are
matched between speakers. To further improve the speaker
individuality, we will need to overcome this weakness.

5. CONCLUSIONS

In this paper, we proposed parallel dictionary learning for
NMF-VC based on NTD that does not require parallel data
during training. NTD decomposes an input observation into
a set of mode matrices and one core tensor. In our pro-
posed framework, the spectrogram is decomposed into the
frequency basis matrix, the phonological information matrix,
and the codebook matrix. In our experiments, we confirmed
that our proposed method improves intelligibility compared
to conventional GMM-based methods. Because the model
parameters are estimated without any constraints in our pro-
posed model, the corresponding relationship between the fre-
quency bases and phones could not be obtained adequately.
Nevertheless, we expanded NMF-based dictionary learning
to a non-parallel method that achieved performance that is
comparable to conventional NMF-based VC. For our future
work, we will examine an apposite constraint and a model
architecture to improve the performance.
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