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ABSTRACT

Computational models of language learning focus primarily
on the emergence of segmental categories to the exclusion of
intonation [e.g. 1]. This runs counter to the considerable ev-
idence that language learners rely as much on intonation as
segmental categories while learning language. The current
project adapts the Sensorimotor Integration Model, a popu-
lar model of language learning, to model the development of
intonation. It builds on previous work that used reinforce-
ment learning to model the development of phonation [2].
The learning simulations use a source-filter speech synthe-
sizer to generate utterances that are then processed into in-
tonational phrases, analyzed as fO and amplitude. An utter-
ance is reinforced if it is similar, as measured via distance in
a self-organizing map, to a training set of infant-directed in-
tonational phrases. Results demonstrate that, over time, the
model learns to produce adult-like intonational phrases.

Index Terms— Intonation, Language Acquisition, Com-
putational Modeling, Speech Processing, Sensorimotor Inte-
gration

1. INTRODUCTION

Current computational models of language learning focus pri-
marily on the emergence of segmental categories to the ex-
clusion of intonation [e.g. 1, 3, 4, 5]. These models learn to
produce segments and/or partition acoustic space into vowels
and consonants independent of intonation-related fluctuations
in pitch, amplitude and duration. This focus is understandable
because typical language development is gauged by segmen-
tal category milestones [6] and monotonic vowel-consonant
sequences are still intelligible, but it sidesteps the early and
active development of intonation in language-acquiring in-
fants [see e.g. 7, 8, 9]. The goal of this paper is to provide
a first step towards incorporating intonation into computa-
tional models of language learning. I do so by implementing a
method that builds on previous work that used reinforcement
learning in the Sensorimotor Integration Model to model the
development of phonation [2, 10].
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2. BACKGROUND

Typical language development is measured by segmental cat-
egory development. Infants are judged according to segmen-
tal landmarks such as canonical babbling [11], the one-word
stage [12] and language-specific perceptual attunement [13].
These milestones are practical in that they are observable and
grounded in linguistic theory, which has long considered seg-
mental categories and their distinctive features foundational
[14, 15]. This practicality, in turn, has motivated researchers
to develop computational models of speech production that
focus on synthesizing segmental categories [1, 16].

Segmental categories’ importance notwithstanding, sev-
eral authors have noted the need to incorporate the develop-
ment of intonation into current models of language learning
[3, 17, 18]. The need is largely motivated by empirical find-
ings from language acquisition research. For example, [8]
and [9] (in separate studies) concluded that infants intention-
ally manipulate intonation either preceding the onset of the
one-word stage or concurrently with it. Further, [7] found
children aged 24 months produce intonational patterns consis-
tent with those in adult speech [see also 19]. Similarly, [20]
found that adult-like intonation (based on pragmatic mean-
ing) developed rapidly in infants from 11 to 28 months of
age. In combination, these studies demonstrate the prominent
role played by intonation in language development that has,
until now, not been implemented in a computational model of
language learning.

There are many computational models of language acqui-
sition in the literature [see 21, for a review]. With the aim of
taking a first step towards modeling the acquisition of intona-
tion, two prominent models were considered for this project:
the Directions Into Velocities of Articulators (DIVA) model
[1, 17] and the Sensorimotor Integration Model (SMIM) [10].
Ultimately, the SMIM was chosen because of its computa-
tional simplicity and demonstrated utility. It comprises two
interconnected neural networks, corresponding to motor and
sensory cortices. The SMIM learns the mapping between ar-
ticulation and acoustics through two simultaneous processes:
(1) the networks self-organize themselves [22], forming clus-
ters that represent segmental categories (one in the motor do-
main and one in the sensory domain); and (2) connections
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between the two networks update via Hebbian learning [23],
associating the segmental category clusters in the two net-
works and allowing activation to propagate across domains.
As an example of correlated input, [3]’s motor parameters
were parameters for the VLAM synthesizer [24] and the sen-
sory parameters were formant values (F1-F3) for a steady-
state vowel.

F Correlated Motor and Sensory Parameter Inputs ‘]

Exhaustive

\
Location: (13, 11)
Motor Parameter: [mp,, mp,, mp;... mp,] N

N
Location: (2, 9)
Sensory Parameter: [sp,, sp,, Sp; ... Sp,]

(a) The Sensorimotor Integration Model [25]

In previous research, the SMIM has been adapted to
model canonical babbling [26] and the acquisition of vowels
[3], and the motor map component was used to model the
learning of phonation — the vibrating of the vocal folds to
produce voicing [2]. The latter study is a natural precursor
to the current project as phonation is measurable via f0; f0 is
correlated with perceived pitch; and, pitch modulations are a
crucial component of intonation. In [2], reinforcement was
implemented as an on-off switch controlling self-organization
of the motor map. The motor map activated vocal tract param-
eters in a simulated vocal tract [27] to generate an utterance
that was then evaluated for the presence of phonation. If
phonation were present, the network self-organized, pulling
motor parameters in the map towards values that generate
phonation (i.e. reinforcing desirable utterances). The current
project extends this method to intonation by allowing the vo-
cal tract parameters to vary in time and measuring intonation
via fO and RMS-amplitude. This modification necessitates a
new method to evaluate when a particular motor configuration
should be reinforced. To do this, self-generated utterances
are compared to a set of training utterances comprised of
Infant-Directed Speech, a choice meant to be analogous to an
infant learning by comparing its own utterances to those of
its caregiver. This comparison is done in the sensory domain,
and thus the current project also extends the method of [2] to
encompass the sensory map of the SMIM.

3. METHOD

3.1. Modifying the SMIM for Intonation

To incorporate intonation into the SMIM, three modifications
are necessary: (i) the motor map needs to generate intonation,

(i1) the sensory map needs to perceive intonation, and (iii)
the perceived intonation needs to be evaluated so the model
knows whether to reinforce a self-generated utterance. Into-
nation, herein, is defined as ‘the stress, tune, phrasing...and
their interactions’ of spoken speech, following [28, p. 2].
In the motor domain, stress and tune are produced via mod-
ulations (through time) in energy (i.e. air pressure from the
lungs) and vocal fold vibration (i.e. phonation). In the sen-
sory domain, stress and tune are observed as modulations
(through time) in pitch (measured via f0) and loudness (mea-
sured via RMS-amplitude). Of note is that duration, although
important, is not explicitly considered herein because it is
tied to other components of language such as syllables and
segments. In both sensory and motor domains, phrasing en-
tails that an utterance can be chunked into discrete intona-
tional events, termed intonational phrases that are separated
by intonation boundaries, defined also by Liberman as ‘sys-
tematically significant pause[s]’ [28, p. 286]. It is also worth
stating that the standard linguistic system to annotate into-
nation, the Tones and Break Indices annotation system [29],
similarly chunks utterances based on pauses.

To achieve (i), following the methodology of [2], motor
parameters in the motor map activate muscles of the simu-
lated vocal tract used in Praat’s speech synthesizer [27]. With
this synthesizer, the vocal tract is modeled as a series of ducts
that approximate airflow from the lungs to the lips (each duct
controlled by ‘muscles’); a diagram is shown in Figure (b).
Using the physics of a mass-spring system, the synthesizer
estimates resonance in each duct and the cumulative effect of
resonances is a speech-like vocalization. As intonation re-
quires dynamic movement of articulators through time, mus-
cle configurations are specified at seven time points to allow
for a reasonable maximum of five inflection points per intona-
tional phrase [28]. Also, as the current work focuses on pitch
and amplitude modulations, only motor parameters for the la-
ryngeal and lung muscles in the simulated vocal tract are set.
As there are five such muscles, motor parameters in the self-
organizing motor map are 35 values long (5 muscles x 7 time
points).

Lungs

(b) The simulated vocal tract of ducts in Praat

To achieve (ii), utterances are chunked into intonational
phrases at intonation breaks (IBs) (i.e. ‘significant pauses’),
defined as pauses of at least 260 ms in length. This value
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is based on the results of [30] and is one standard deviation
shorter than the average length of phrasal pause durations
of participants reading a paragraph aloud. For each intona-
tional phrase, pitch is measured by its acoustic correlate fO
[27, 31] and amplitude is measured as RMS-amplitude with a
frame length of 25ms and shift of 10ms. Sections of speech
that do not have an fO (i.e. voiceless segments) have f0 val-
ues polynomially (second degree) interpolated between the
known preceding and following fO values. While this ensures
a smooth f0 signal with no null values that can serve as par-
tial input for the self-organizing sensory map, it notedly does
sidestep potential effects that voiceless segments may have on
perceived pitch. Finally, the fO signal and amplitude envelope
are each normalized between [0-1] and are concatenated. The
concatenation is then down-sampled to 100 data points. This
100 point vector serves as the sensory parameter (i.e. the per-
ceived intonation) for the self-organizing sensory map.

To achieve (iii), reinforcement is implemented as an eval-
uation during learning that gates self-organization of the mo-
tor and sensory maps [cf. 2]. This approach ensures only ut-
terances that are positively evaluated contribute to the orga-
nization of the map; meaning, over time the map comes to
represent primarily desirable utterances. In [2], the evalua-
tion was the presence or absence of phonation, defined as an
fO value 250ms after the start of the utterance. In the cur-
rent implementation, intonational phrases are evaluated rela-
tive to a training set which is comprised of thirteen hours of
Infant-Directed Speech (IDS). These data were chosen based
on the assumption that a learner is motivated, at least in part,
to produce utterances similar to his caregiver. A total of 7623
IDS utterances/intonational phrases were used, collected by
[32] and retrieved from the CHILDES database [33]. All
IDS tokens were from the same caregiver speaking to her
infant in English. The training data were processed into in-
tonational phrases (as described above) and used to train a
self-organizing map [22] of the same type as the sensory map
component of the SMIM. This map serves as the target map
with which an utterance generated by the model is compared.
If the utterance is sufficiently close (Euclidean Distance) to
the Best-Matching Unit in the target map, it is used to self-
organize the SMIM (i.e. it is reinforced).

3.2. Learning Simulations

Before learning, the SMIM’s motor and sensory maps are
initialized with random values. Each map consists of 100
neurons, structured as 10x10 matrices. Each neuron in each
map has a location and a motor/sensory parameter as in stan-
dard implementations of self-organizing maps. As previously
stated, motor parameters are of length 35, feeding five mus-
cles in the Praat Synthesizer with seven values for the seven
points in time. Sensory parameters are of length 100, corre-
sponding to the down-sampled concatenation of the fO signal
and amplitude envelope of an intonational phrase. Finally,

Hebbian connections are initialized to zero.

After initialization, the SMIM begins a learning block. In
a learning block, each motor parameter is fed to Praat and is
used to generate an utterance. The utterance is then processed
into its corresponding sensory parameter. This parameter is
then matched to its Best-Matching Unit (BMU) in the target
map (i.e. the map trained on IDS). If the distance between the
sensory parameter and the BMU is below a threshold, those
motor parameters and the corresponding sensory parameters
are used to update their respective maps in the SMIM. Heb-
bian weights are strengthed for the pair of inputs following
the method used by [3]. For the current project, the threshold
was set as the average distance between each IDS utterance
and its Best-Matching Unit in the target map, a value of 1.57
units.

4. RESULTS

As the SMIM is randomly initialized, the end state of each
learning simulation varies; however, the general performance
of each simulation is similar. The results reported here are
averages over 10 learning simulations. Two metrics to eval-
uate learning are presented: (1) the number of reinforced ut-
terances from the SMIM’s motor map per learning block; and
(2) histograms of distances between all IDS utterances and the
BMU of the SMIM’s sensory map before and after learning.
Following this, an exemplar that demonstrates the change of
a single sensory neuron throughout learning is presented.

The total number of motor neurons with parameters that
produce reinforced utterances demonstrates learning as more
such neurons means the network produces more adult-like
intonational utterances. Figure (c) shows that the number
of randomly initialized motor parameters that produce rein-
forced utterances is initially around 20. Over time, as the
model self-organizes, the number of motor parameters that
produce reinforced utterances nears 100, encompassing all
motor neurons in the motor map.
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(c) Motor neurons that produce reinforced utterances
per learning block
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(d) Histogram of distances between IDS utterances
and their BMUs in the SMIM before and after learning

The average distance between IDS training utterances and
their respective BMU in the SMIM’s sensory map before and
after learning is shown in Figure (d). As the SMIM learns to
produce desirable utterances, the distances between IDS ut-
terances and their respective BMUs should decrease. This in-
dicates that the learned sensory map better matches utterances
that are known to be desirable (i.e. adult speech). The mean
distance before learning is ~ 3.1 units of distance; the mean
after learning is ~ 1.6. This confirms that the SMIM’s sen-
sory map better represents the IDS data after learning. A Stu-
dent’s T-Test performed on the distributions confirms a signif-
icant difference with t(7622) ~ 172, p<le—10, and a Cohen’s
D = 1.62.

Finally, Figure (e) shows an explicit example of learn-
ing; it compares the SMIM’s BMU unit to a single IDS ut-
terance before and after learning. The random initialization
of the SMIM is seen in the jagged pattern before learning; the
smooth sensory parameter seen after learning is a direct result
of desirable utterances being reinforced.
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(e) The SMIM’s BMU compared to a training utterance
before and after learning

5. DISCUSSION

The results confirm that the SMIM is able to learn to pro-
duce adult-like intonational phrases. The number of motor
neurons that produce desirable utterances reaches ceiling after
~ 13 learning blocks, showing that each neuron in the motor
map has learned to produce an adult-like intonational phrases.
Also, the distribution of distances to the BMU of IDS utter-
ances shows that the sensory map after learning more closely
represents the caregiver’s utterances. This is of particular note
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as the learning model has only modified its own sensory map
from its own self-generated utterances and not explicitly from
IDS utterances. That said, the model does guide its own learn-
ing through comparison to the IDS utterances. This method
is consistent with learning by imitation, but it is unclear that a
human infant would actually learn in the similar way. It is an
open question whether an infant generates a perceptual map
of its own utterances via comparison to an already known map
of its caregiver’s utterances, or, if there is a single sensory map
that the learner is continually updating from multiple inputs.
In fact, evidence from profoundly deaf infants that phonate
and marginally babble up until ~ 6 months of age [34] sug-
gests that infants do not require a target sensory map in or-
der to begin developing their ability to manipulate intonation.
This may result from learning to intonate in two (likely over-
lapping) stages: an autonomous, exploratory learning stage
and then a stage of imitation.

There are also clear improvements to be made following
the first steps taken here. For one, the treatment of intona-
tion as solely a pitch contour and amplitude envelope is an
oversimplification. For instance, fundamental frequency (the
measurement of the pitch contour) may vary because of inher-
ent vowel quality or aerodynamic consequences from a partic-
ular articulation and not because of intentional manipulation.
Also, modeling the development of intonation without the use
of segmental categories is incomplete as intonation and seg-
mental categories develop simultaneously. Finally, intonation
interacts with lexical stress in non-trivial ways. Future work
should address these complicated issues.

In conclusion, this project set out to take a first step to-
wards incorporating intonation into current models of lan-
guage learning. This was achieved by modifying the motor
and sensory parameters in Sensorimotor Integration Model to
allow for the processing of intonation.
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